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Notices and Disclaimer
© 2024 Hitachi Vantara LLC. All rights reserved.

No part of this publication may be reproduced or transmitted in any form or by any means, electronic or mechanical, including
photocopying and recording, or stored in a database or retrieval system for commercial purposes without the express written
permission of Hitachi, Ltd., or Hitachi Vantara (collectively, “Hitachi”). Licensee may make copies of the Materials provided that
any such copy is: (i) created as an essential step in utilization of the Software as licensed and is used in no other manner; or
(ii) used for archival purposes. Licensee may not make any other copies of the Materials. "Materials" mean text, data,
photographs, graphics, audio, video, and documents.

Hitachi reserves the right to make changes to this Material at any time without notice and assumes no responsibility for its use.
The Materials contain the most current information available at the time of publication.

Some of the features described in the Materials might not be currently available. Refer to the most recent product
announcement for information about feature and product availability or contact Hitachi Vantara at
https://support.HitachiVantara.com/en_us/contact-us.html.

Notice: Hitachi products and services can be ordered only under the terms and conditions of the applicable Hitachi
agreements. The use of Hitachi products is governed by the terms of your agreements with Hitachi Vantara.

By using this software, you agree that you are responsible for:

1) Acquiring the relevant consents as may be required under local privacy laws or otherwise from authorized employees and
other individuals to access relevant data; and

2) Verifying that data continues to be held, retrieved, deleted, or otherwise processed in accordance with relevant laws.

Notice on Export Controls: The technical data and technology inherent in this Document may be subject to U.S. export control
laws, including the U.S. Export Administration Act and its associated regulations, and may be subject to export or import
regulations in other countries. Reader agrees to comply strictly with all such regulations and acknowledges that Reader has
the responsibility to obtain licenses to export, re-export, or import the Document and any Compliant Products.

EXPORT CONTROLS: Licensee will comply fully with all applicable export laws and regulations of the United States and other
countries, and Licensee shall not export, or allow the export or re-export of, the Software, API, or Materials in violation of any
such laws or regulations. By downloading or using the Software, API, or Materials, Licensee agrees to the foregoing and
represents and warrants that Licensee is not located in, under the control of, or a national or resident of any embargoed or
restricted country.

Hitachi is a registered trademark of Hitachi, Ltd., In the United States and other countries.

AIX, AS/400e, DB2, Domino, DS6000, DS8000, Enterprise Storage Server, eServer, FICON, Flash Copy, IBM, Lotus, MVS,
0S/390, PowerPC, RS6000, S/390, System z9, System z10, Tivoli, z/OS, z9, 210, z13, z/VM, BCPii™ and z/VSE are
registered trademarks or trademarks of International Business Machines Corporation.

Active Directory, ActiveX, Bing, Excel, Hyper-V, Internet Explorer, the Internet Explorer logo, Microsoft, the Microsoft
Corporate Logo, MS-DOS, Outlook, PowerPoint, SharePoint, Silverlight, SmartScreen, SQL Server, Visual Basic, Visual C++,
Visual Studio, Windows, the Windows logo, Windows Azure, Windows PowerShell, Windows Server, the Windows start button,
and Windows Vista are registered trademarks or trademarks of Microsoft Corporation. Microsoft product screenshots are
reprinted with permission from Microsoft Corporation.

All other trademarks, service marks, and company names in this document or web site are properties of their respective
owners.
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About This Guide

This reference architecture documents how to set up backup and restore operations between near-cloud Red Hat® OpenShift
cluster and AWS and Azure clusters using Kasten K10 Multi-Cluster Manager and Hitachi Storage Plug-in for Containers
(HSPC). Additionally, the document includes test procedures to validate the resiliency of the solution, which you can leverage
for your own proof-of-concept before deploying the solution.

Intended Audience

This document is intended for Hitachi Vantara staff and IT professionals of Hitachi Vantara customers and partners who are
responsible for planning and deploying such solutions.

Document Revisions

Revision Number Date Author Details
v1.0 January 2024 Hitachi Vantara LLC Initial Release
References

Azure Red Hat OpenShift v4.11

Hitachi Storage Administration

Hitachi Storage Plug-in for Containers Quick Reference Guide v3.12.0
Red Hat OpenShift Container Platform installation on AWS v4.12

Red Hat OpenShift Container Platform installation on vSphere v4.12
Veeam Kasten K10 Guide

Comments

Send any comments on this document to GPSE-Docs-Feedback@hitachivantara.com. Include the document title, including
the revision level, and refer to specific sections and paragraphs whenever possible. All comments become the property of
Hitachi Vantara Corporation.

Thank you.
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Executive Summary

This reference architecture documents the process of cloud-based migration of a containerized application with the
Kubernetes volume snapshot function using Hitachi Storage Plug-in for Containers (HSPC) and Kasten K10 Multi-Cluster
Manager by Veeam when a Hitachi Virtual Storage Platform 5200 (VSP 5200) storage system is used as the storage backend.
HSPC leverages Thin Image (Tl) point-in-time snapshots that are instantaneous and space efficient.

Using MySQL stateful application as an example, this document describes how to use HSPC for backup and restore, disaster
recovery, and data mobility. In addition, it includes some real-world use cases. The environment used for this validation
includes two Red Hat OpenShift clusters, one at the near-cloud VMware environment, one in Amazon Web Services (AWS),
and one Azure-managed Red Hat OpenShift Cluster.

For all clusters, storage is provided from a VSP 5200 storage system located at the near-cloud data center. Keeping the
application data in a centralized location has a number of benefits including costs, performance, and security. The near-cloud
data center is a colocation operated by Equinix. This solution bridges the cloud divide and ensures availability of data across
all clusters.

The Equinix colocation was selected because it offered high-speed and low latency connections to the major hyperscalers,
such as AWS and Azure. Hitachi Vantara collaborated with Equinix to offer a near-cloud hybrid offering called Hitachi Cloud
Connect for Equinix.

This offering allows clients to locate Hitachi products such as the VSP storage systems at Equinix International Business
Exchange™ (IBX) data centers worldwide. In addition, there is an option for clients to procure this solution through one
agreement and invoice, greatly simplifying and accelerating their time to market. By using Equinix IBX data centers and
Equinix Fabric™ to interconnect sources of data to applications, organizations can locate their data residing on VSP storage
systems next to clouds to leverage hybrid- or multi-cloud capabilities while still maintaining physical control of the data.

If you want to discuss hosting these types of solutions at Equinix, contact your Hitachi Vantara sales team. For more
information, visit the Hitachi Cloud Connect for Equinix webpage at: https://hitachivantara.com/en-us/products/storage/flash-
storage/cloud-connect-for-equinix.html.
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Introduction

Red Hat OpenShift is a hybrid-cloud application platform that leverages the power of Kubernetes and combines reliable and
proven services to make the process of developing, modernizing, deploying, running, and managing applications more
streamlined. OpenShift ensures a uniform user experience whether applications are deployed on public-cloud, on-premises,
hybrid-cloud, or edge architecture. Azure Red Hat OpenShift (ARO) delivers on-demand, fully managed OpenShift clusters
with high availability, co-managed and operated in partnership with Microsoft and Red Hat.

The installation program of OpenShift Container Platform offers flexibility to deploy on a wide range of platforms. You can
deploy OpenShift Container Platform on bare metal, AWS, Azure, GCP, VMware vSphere, and so on.

You can install OpenShift Container Platform using either installer-provisioned (IPl) or user-provisioned infrastructure (UPI)
methods. In this reference architecture, Red Hat OpenShift clusters in near-cloud VMware and on AWS were deployed using
the IPI method.

Hitachi Storage Plug-in for Containers is a software solution comprising of libraries, settings, and commands that enable you to
create a container for running stateful applications. The software enables stateful applications to persist and maintain data
after the life cycle of the container has ended. HSPC provides persistent volumes (PV) backed by Hitachi storage systems.

Kasten K10 is an enterprise-grade robust data management platform by Veeam that helps organizations to back up and
restore container-based applications on Kubernetes/OpenShift. The capabilities include automating and orchestrating data
backup, recovery, disaster recovery, and application mobility across multiple Kubernetes clusters and cloud environments.
Kasten K10 offers support for a variety of Kubernetes distributions, as well as public and private cloud providers and storage
solutions.

The environment used for this validation includes a Red Hat OpenShift cluster at the near-cloud data center, a Red Hat
OpenShift cluster in AWS, and an ARO cluster in Azure. All clusters share the same VSP 5200 storage system located in the
near-cloud data center for persistent volume requirement for stateful applications. Keeping the data at the near-cloud location
ensures data availability to any cloud vendor at close proximity and avoids cloud locking. The near-cloud data center is a
colocation operated by Equinix.

To summarize, our hybrid cloud environment consists of the following three domains. The relationship across the domains is
shown in Figure 1.

e A near-cloud Equinix colocation data center (named SV5), located in San Jose, California.
e A cloud hosted by AWS in Northern California.

e A cloud hosted by Azure in California.

é )

-
— -_— -— L
— - e —
—-— I |
- &
Equinix Near-Cloud Data Center Cloud Service Providers

@ San Jose, CA
. W,

Figure 1: Hybrid Cloud Environment

A Note: The information shared here is specific to our requirements. It can be used as a guideline or a starting
point; however, you can conduct a proof-of-concept in a non-production, isolated test environment matching your
production environment before implementing this solution.
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Solution Overview

HSPC integrates the OpenShift Container Platform with the Hitachi storage system by using the Container Storage Interface
(CSI). Integrating backup software Kasten K10 with HSPC enables protection from data loss and on demand application
mobility in the OpenShift Container Platform by using the Hitachi storage system functions (such as Thin Image snapshots and
Shadowlmage clones).

In addition, implementing HSPC enables the availability of high-performance and high-reliability persistent volumes.

Benefits

The following lists the benefits of the business continuity solution using Red Hat OpenShift Cluster, Hitachi storage system,
and Kasten K10 Multi-Cluster:

e Allows business to resume operations quickly when a disaster brings down a cluster environment.

e On-demand application mobility: Provides the flexibility to quickly snap data copies in multiple environments for on-demand
analytics, data mining, disaster recovery testing, development testing, and similar use cases.

e The backup and restore operations of Kubernetes clusters in a hybrid cloud environment can be centralized with a single
pane of glass Ul provided by Kasten K10 Multi-Cluster manager.

e Recover from ransomware attacks: Granular, schedule-based snapshots with immutability (using the Data Retention Utility)
enables the administrator to recover from a point-in-time snapshot before the attack.

e A substantial reduction in cloud egress costs can be achieved by sharing the same near-cloud storage between AWS and
Azure cluster.

¢ Closes the gap between cloud environments and guarantees data availability across different clusters.

Key Components

The following lists the major components of the solution. For specifications, see the Hardware and Software section.

e Red Hat OpenShift Container Platform: This solution involved two Red Hat OpenShift Clusters. The first cluster consisted of
three Control Plane nodes and two Worker nodes that were configured in the VMware environment at the near-cloud Equinix
data center. The second cluster consisted of three Control Plane nodes and two Worker nodes deployed in AWS. Some of
the key components of Red Hat OpenShift Container Platform are:

OpenShift Control Plane node: Runs services required for controlling the OpenShift Container Platform cluster and
manages node workloads.

OpenShift Worker node: Worker nodes are part of the Kubernetes clusters which are responsible for running the
containers and applications. Worker nodes have two main components, the Kubelet Service and the Kube-proxy
Service.

Namespace: Provides the scope of namespace to divide cluster resources among users.

Persistent Volume and Persistent Volume Claim (PVC): A part of the storage of the cluster that is statically provided by
the cluster administrator or dynamically provided by using the “StorageClass” object.

e Azure Red Hat OpenShift: This solution involved one ARO cluster. This cluster consisted of three Control Plane nodes and
three Worker nodes. Microsoft ARO is a fully managed Red Hat OpenShift cluster, jointly operated and monitored by
Microsoft and Red Hat.

e HSPC: A CSI plugin from Hitachi used to provision persistent volume from Hitachi storage systems to Red Hat OpenShift or
Kubernetes cluster to preserve and maintain data after the container life cycle ends.

CSl-controller: Mainly incorporates the CSI controller service for storage operation. This service is deployed as
“Deployment” and is run only on the control plane.

CSl-node: Mainly incorporates the CSI node service that manages volumes in each node. This service is deployed as
“DaemonSet”. This component is required for all nodes.

e Veeam Kasten K10 Multi-Cluster Manager: Kasten K10 provides a user-friendly data management platform to perform
backup or restore, disaster recovery, and mobility of containerized applications. The K10 Multi-Cluster manager provides a
platform for K10 operations across multiple OpenShift clusters in a hybrid-cloud environment.

e \/SP Storage Systems: A VSP 5200 storage system was used for persistent volume in Red Hat OpenShift clusters deployed
in near-cloud, AWS, and Azure for stateful applications.
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e Network Switches: Cisco Nexus 9000 Series switch was used to connect to AWS Direct Connect and Azure ExpressRoute.
The following accessories are required for establishing a WAN between the near-cloud data center and the clouds:

10/25Gbase-LR-S Optics: Long Range transceivers required to connect long distances.
Single-Mode Fiber Cables: Required for long-distance communications.
e Equinix Fabric: Connected equipment at the Equinix near-cloud data center to AWS cloud and Azure cloud.

e AWS Cloud: Equipment at Equinix was connected to AWS cloud using a 10 Gbps Direct Connect link. On AWS, a Virtual
Private Cloud was created in the region us-west-1. Some of the key services used in AWS cloud are EC2, S3, Route53,
Classic load balancer, and Network load balancer.

e Azure Cloud: Equipment at Equinix was connected to Azure cloud using a 10 Gbps ExpressRoute link. On Azure, a Virtual
Network was created in the region West US. Some of the key services used in Azure cloud are ARO, virtual machines, and
load balancer.
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Validation

This section describes the method, test environment, hardware and software, and test scenarios used in the validation.

Validation Method
This solution consists of the following test cases.

Test case 1 involves setting up the environment, which includes three clusters - two Red Hat OpenShift clusters in the near-
cloud center and AWS cloud and one Azure RedHat OpenShift cluster.

To validate test case 2, a persistent volume was allocated from the VSP 5200 storage system located in near-cloud to deploy
a stateful MySQL application in the ARO cluster.

Test case 3 involves taking backup of the stateful application in the ARO cluster and restoring in the target cluster in AWS.
Before performing the backup operation, fresh data was inserted into the MySQL application in the ARO cluster. A snapshot of
the persistent volume was created with Kubernetes Volume Snapshot function with HSPC. In the target cluster, a PVC of the
snapshot volume was created and used as a source to create a clone volume. The stateful MySQL application was restored
using the clone volume in the target cluster in AWS.

To validate test case 4, fresh data was inserted into the MySQL application in ARO cluster, and after restoring the backup, the
database records were verified at the AWS location to ensure data consistency. The Kasten K10 Multi-Cluster user interface
was used to perform this test case. A Global Location Profile was created with AWS S3 bucket as the storage provider,
followed by creating Global Policies to automate the workflows for managing data (such as snapshot and restore). The
subsequent step was to add Distributions, which defines the clusters where K10 resources must be allocated. Finally,
snapshot and restore operations were carried out using the Global Policies.

Test case 5 shows how business continuity can be performed if a ransomware attack corrupts the application data. To validate
this test case, a stateful MySQL application was used and the Hitachi Data Retention Utility (DRU) feature was set on the
snapshot volume to restrict read and write. If a ransomware attack corrupts the application data, the data can be restored from
the snapshot. You can perform the recovery process in either of the Red Hat OpenShift Container Platform cluster in AWS or
in ARO. The process involves creating a PVC of the DRU-enabled snapshot, creating a snap-on-snap copy of that PVC, and
then restoring the stateful MySQL application using the cloned PVC in the target cluster.
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High Level Diagram

Figure 2 shows the test environment used to run the validation.
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Hardware and Software

Table 1 provides the hardware specifications for the equipment used in this validation.

Hitachi VSP 5200 1 TB cache

(2) 20-core MPUs

(1) 10 GbE iSCSI port

Hitachi Advanced

Server DS220 @ 2.3 GHz

128 GB cache

(1) Intel Ethernet Network
Adapter XXV710

Cisco Nexus (48) 1/10/25-Gbps fiber ports

C93180YC-FX

Amazon EC2 (4) Intel Xeon Platinum 8000

series processor, 16 GB RAM

w (1) S3 Standard bucket

Azure Virtual Master Nodes: (8) Intel Xeon
Machine CPU E5-2673 v3 @ 2.40GHz
processor, 32 GB RAM

Worker Nodes: (4) Intel Xeon
CPU E5-2673 v3 @ 2.40GHz
processor, 16 GB RAM

(4) RAID6 6D+2P parity groups

(2) 18-core Intel Xeon Gold 6140

(6) 40/100-Gbps QSFP28 ports

SVOS RF 9.8.6
90-09-01-00/01

BMC 4.70.06
BIOS S5BH3B22.H00

NXOS 9.3(4)

Instance type: t3.xlarge

AMI Name: rhcos-
412.86.202306132230-
0-x86_64

AMI ID: ami-
03260f4b6e0166045

N/A

Master Nodes:
Standard D8s v3

Worker Nodes:
Standard D4s v3

Table 1: Hardware Components

Table 2 provides the software specifications used in this validation.

Version
7.0 U2 (17867351)

VMware vSphere
VMware vCenter Server 7.0 U3 (18700403)
Appliance

R N

Storage system used to store
application data.

4-node VMware vSphere
cluster used to deploy 5-nodes
near-cloud Red Hat OpenShift
cluster.

Network switch at the near-
cloud data center servicing
AWS Direct Connect.

5-nodes Red Hat OpenShift
cluster in the cloud.

Storing Kasten K10 Multi-
Cluster Global Location profile.

6-nodes Azure Red Hat
OpenShift cluster.

Hypervisor operating system.

Management interface for vSphere cluster.

® Hitachi Vantara

Red Hat OpenShift 4.11.25
4.12.25

Azure Red Hat OpenShift 4.11.26

Hitachi Storage Plug-in for 3.12
Containers
Kasten K10 Multi-Cluster 6.0.2

Red Hat OpenShift cluster deployed in near-cloud.
Red Hat OpenShift cluster deployed in AWS.

ARO Cluster deployed in Azure.

HSPC plugin integrates Kubernetes or OpenShift with

Hitachi storage systems using Container Storage
Interface.

Kasten K10 Multi-Cluster is a data management platform
from Veeam which provides backup operation, disaster
recovery, and application mobility for OpenShift
applications across multiple clusters.

© Hitachi Vantara LLC 2024. All Rights Reserved
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MySQL 5.7.41

consistency.
Table 2: Software Components

Test Scenarios

Table 3 lists the test scenarios performed in the validation.

DI T

Prepare the environment:

1.

G ()

Nep O

3.

SUES CINIE

6.

Migrate a stateful application across OpenShift clusters using Kasten K10 Multi-Cluster:

Deploy two Red Hat OpenShift clusters. One in a VMware environment in near-
cloud and another in AWS.

Deploy one Azure Red Hat OpenShift cluster in Azure.

Define storage, network, and iSCSI connections.

Use Dynamic Provisioning pool to provision persistent volume for stateful application
in Azure and AWS.

Deploy HSPC in both clusters.

Deploy Kasten K10 and K10 Multi-Cluster in all clusters.

Discover ARO and Red Hat OpensShift Cluster in AWS from Kasten K10 Multi-
Cluster Manager deployed in near-cloud.

Deploy a stateful application in the Red Hat OpenShift Container Platform clusters. This
test case is performed in Azure. The persistent volume is provisioned in the ARO cluster
from the Hitachi VSP 5200 storage system located in near-cloud.

1.
2.

Define the storage class for the VSP 5200 storage system with the required settings.
Deploy MySQL database as a stateful application on the ARO cluster with persistent
volume claim.

Create a new table and ingest new records.

Migrate a stateful application across OpenShift clusters using HSPC (this test case is
performed manually instead of Kasten K10):

Ingest data into MySQL application in the ARO cluster.

Create a Kubernetes volume snapshot.

Create PV and PVC of the snapshot volume.

Create a clone PVC using the PVC created in step 3 as the source PVC.

Use the clone as a volume source to deploy MySQL stateful application in the Red
Hat OpenShift Container Platform cluster on AWS.

Verify whether the ingested data is visible to the target MySQL environment.

Ingest data into MySQL application in Azure.

Create an S3 bucket in AWS.

Create a global location profile using this bucket.

Create a global snapshot policy.

Create a global distribution for snapshot policy and add the cluster.
Run the snapshot policy for the MySQL application to take the backup.
Create a global import policy for restore.

Create a global distribution for import policy and add the cluster.

Run the policy to restore the application in the target cluster.

. Verify whether the MySQL application is being restored and the ingested data is

visible to the target MySQL environment.

Recover from a ransomware attack: This test case is performed manually instead of
Kasten K10. The Data Retention Ultility feature is set on the snapshot volume to protect
the backup from any write operations and define the data retention term for the protected

volumes.

1"

1.
2.

SN RWN =

Ingest data into MySQL application in Azure.
Create a Kubernetes volume snapshot.

A stateful database application used to validate data

Environment is set up as
per specifications.

Persistent volume from the
VSP storage system can
be provisioned to the ARO
cluster. Stateful application
can be deployed
successfully.

Verify that the snapshot
created in the ARO cluster
can be manually restored in
the Red Hat OpenShift
Container Platform cluster
in AWS.

Verify that the backup
taken in the ARO cluster
can be restored in the Red
Hat OpenShift Container
Platform cluster in AWS
using Kasten K10 Multi-
Cluster.

Revert to clean stateful
MySQL application from
snapshot data with DRU.

© Hitachi Vantara LLC 2024. All Rights Reserved
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e EEE———

Set DRU attribute in the snapshot volume using Command Control Interface.
Assume that the application is affected by ransomware in Azure and must restore
the data from the snapshot taken in step 2.

Create a PVC using the snapshot volume created in step 2.

Create a Kubernetes volume snapshot (snap-on-snap) of the PVC created in step 5.
This creates a cascaded snapshot volume.

Create PVC of the cascaded snapshot (snap-on-snap) volume.

Create a clone PVC using the PVC created in step 7 as the source PVC.

Use the clone PVC as a volume source to deploy MySQL stateful application in the
Red Hat OpenShift Container Platform cluster in AWS.

10. Verify whether the ingested data is visible to the target MySQL environment.

e &

© N

Table 3: Test Scenarios
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Guidelines and Recommendations
This section describes the lessons learned from this validation, along with guidelines and recommendations.

¢ While installing a Red Hat OpenShift cluster in a private environment (for example, in an existing Amazon Virtual Private
Cloud with a specific AWS Identify and Access Management user), use “CredentialMode” to set as “Manual” in the install-
config.yaml file. The default mode is “Mint”, which assumes that you have administrative privileges.

e While running the OpenShift installation, install-config.yaml file is used by the installer. You must keep a backup of this file. If
the installation fails and must be re-run, copy the OpenShift installer and install-config.yaml to a new directory and then run
from there. You must not re-use the same directory, or else X.509 certificate error occurs.

e Prepare a separate node outside the cluster for cluster deployment and install OpenShift CLI (oc) command to interact with
OpenShift Container Platform for administration.

¢ While migrating an application using Kasten K10 across clusters, a location profile is mandatory. Without the location profile,
import policy would not generate, and restoration is not possible to other clusters. However, to restore an application in the
same cluster, a location profile is not required.

e While building a POD with persistent volume, HSPC automatically performs a series of tasks such as provisioning the
volume, creating an iSCSI target (or FC host group), attaching the volume to it, discovering the volume on the target node,
and then attaching the volume as a block device or creating a file system on it.

e In Kubernetes environment, a “VolumeSnapshot” object cannot be attached to a POD because it is not a persistent volume.
To access the snapshot data, create a clone volume and then attach the clone volume to a POD.

e Retention time cannot be reduced while DRU setting is active on a volume.

e ARO does not allow scaling the cluster workers to zero or attempt a cluster shutdown. Deallocating or powering down any
virtual machine in the cluster resource group is not supported.
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Validation Results

This section shows the steps and screenshots for each test scenario.

Test 1: Prepare the Environment
This test case describes the configuration of the components used in the validation.

The test environment consists of three clusters: two multi-node Red Hat OpenShift clusters deployed using IPI method in near-
cloud VMware environment and in AWS, and one Azure Red Hat cluster deployed in Azure. You must configure the following
components for validation of test cases:

e Configure physical LAN and iSCSI connections for OpenShift clusters.

Establish connections among three clusters.

Provision DP pool to be used for persistent volume from the VSP 5200 storage system.

Deploy two Red Hat OpenShift clusters, one in near-cloud VMware environment and another in AWS.

Deploy one Azure Red Hat cluster in Azure.
Install HSPC.
e Deploy Kasten K10 Multi-Cluster.

For steps to configure the following components, see https://www.hitachivantara.com/en-us/pdf/architecture-quide/business-
continuity-containerized-applications-in-hybrid-cloud-environment.pdf.

Deploy Red Hat OpenShift clusters in near-cloud VMware environment and AWS.
Install HSPC.
Deploy Kasten K10 and Kasten K10 Multi-Cluster.

Access Kasten K10 dashboard.

Discover AWS Red Hat OpenShift cluster and ARO cluster from Kasten K10 Multi-Cluster Ul in near-cloud as a secondary
cluster.

Deploy Azure Red Hat OpenShift Cluster
Azure Red Hat OpenShift is a fully managed Red Hat OpenShift service in Azure.
Prerequisites

Note that the following prerequisites are outside the scope of this document, so we do not describe them in detail. For more
information, see https://learn.microsoft.com/en-us/azure/openshift/quickstart-portal.

e Access to the Azure portal.
e Create a service principal.
e Create a resource group.

e Create a virtual network with two empty subnets.

Obtain a Red Hat pull secret (optional).
e Install OpenShift CLI (oc) on the admin node to interact with OpenShift Container Platform from a command-line interface.
Create Azure Red Hat OpenShift Cluster

To deploy the ARO cluster from the Azure portal menu, complete the following steps:
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1. From the Azure portal menu, search and select Azure Red Hat OpenShift clusters, and click Create.

© Hitachi Vantara

Microsoft Azure O Search resources, services, and docs (G+/)

Home >

Azure Red Hat OpenShift clusters »

Hitachi Vantara (hitachidatasystems.onmicrosoft.com)

-|— Create {é‘} Manage view ~~ O Refresh & Export to CSV c? Open query @ Assign tags

2. Inthe Basics tab, specify the project and instance details such as region, cluster name, domain name, master VM size,

worker VM size, and worker node count.

Home > Azure Red Hat OpenShift clusters

Create Azure Red Hat OpenShift cluster

FOoOUr resounoes,

Select the subscnption to manage deployed resources and oosts. Use respurce groups ke fobders to arganize and manage all

Subscription ® (0 hv-gpse
Resaurce group * (0 hirtachi-clownd -oanmnes "
Create new
nstance details
Region * (1) (U5} West LIS o
Cpenshift chester name * 2 azureopenshift
Domain name * (5 ullouedswbb2 b
E The Openshidt console will be available t Mips/fconssle-openshift-
cansoleappiullovediwbil
Openshift chester versaon ® (3 41126 3 I
Baster Vil size ® 3x Standard D2 v3
B wcpus 32 GB memony
Change Lize
Warker VM size * 3x Seandard_Ddg v3
4 vepus, 16 GE memony
._'|-_|-:.. LT
Warker node count ® (0 ] 3
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3.

© Hitachi Vantara

In the Authentication tab, specify the service principal client ID, service principal client secret, and Red Hat pull secret.

Home > Azure Red Hat OpenShift clusters >

Create Azure Red Hat OpenShift cluster

Basics Authentication Networking Tags Review + create

Service principal information

Service principal type

O Create new
@ Existing

Service principal client ID * & |

Service principal client secret * (0 |

Pull secret

Red Hat pull secret (O
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4.

5.

In the Networking tab, specify the virtual network name, two empty subnets (one for the control plane and one for worker
nodes), and select the network settings.

= Microsoft Azure L Search resources, services, and docs (G+/)

Home > Azure Red Hat OpenShift clusters >

Create Azure Red Hat OpenShift cluster

Basics Authentication Networking Tags Review + create

Cluster network

Virtual network * (O ‘ (New) aro-vnet-llovw32n v ‘

Create new

Master subnet * ‘ (New) master-subnet (10.0.0.0/27) v ‘
10.0.0.0 - 10.0.0.31 (32 addresses)

Worker subnet * ‘ (New) worker-subnet (10.0.0.128/25) v ‘
10.0.0.128 - 10.0.0.255 (128 addresses)

Pod CIDR 10.128.0.0/14
10.128.0.0 - 10.131.255.255 (262144 addresses)

Service CIDR 172.30.0.0/16
172.30.0.0 - 172.30.255.255 (65536 addresses)

MNetwork settings

APl server visibility * (O O Public
@ Private
Ingress visibility * (0 @ Public

O Private

In the Tags tab, add tags to organize resources.
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6.

7.

8.

© Hitachi Vantara

In the Review + create tab, click Create when the validation completes.

Microsoft Azure

O Search resources, services, and docs (G+/)

Basics

@ Validation passed

Authentication

Home > Azure Red Hat OpenShift clusters >

Create Azure Red Hat OpenShift cluster

Networking

Review + create

When the deployment completes, navigate to the cluster.

Home >

Oa

@ Tags

Settings

Activity log

£ Access control (IAM) Location

zureopenshift

Azure Red Hat Openshift cluster

>

O Overview

il Delete () Refresh & Connect

~ Essentials
Resource group : hitachi-cloud-connec
: WestUS
Subscription  : hv-gpse:

Subscription ID : 8f5b067e-c9da-42ea-b37

JSON View

Provisioning state : Succeeded

OpenShift console :  httpsi/, I nshift-console.app SfBchSb24:

OpenShift version : 4.11.26
APl server visibility : Private

APl server URL __: htps://apiqlkhtgj85f8cbSb243:

When the installation completes, you can access the console URL:

Clu

Qverview

Ister

Getting started resources @

B Setup your cluster
Finish setting up your cluster with recommended configurations

Add identity providers 3

Configure zlert receivers »

View all steps in documentation

Details

Cluster AP address
hittps;jfapiglkhtgj85fachSb248westus arnappio:6443
Cluster ID
9322ed62-blc3-4f1d-9e31-50832b3f0e54
Infrastructure provider

Azure

Openshift version
4N26

View setfings

«2 Build with guided documentaticn
Follow guided decumentation to build applications and familizrize yourself with key features

Manitor your sample application +

et started with Quarkus using 2 Helm Chart +

View all quick starts

Status

@ Cluster @ Control Flane ® Opentors

A Aug2), 2023, 412 PM
Insights operator is disabled. In order to enable Insights and benefit from recommendations specific to your clus
documentation: https:jdocs.openshift.com/centainer-platform/latest /support/remote_health_menitering/enat

o Jul 25, 2023, 3:02 PM
Cluster storage operator monitors all storage classes configured in the cluster
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Status of the master and worker nodes of the cluster:

Nodes

Y Fiter Name v  Searchbyname m
Name Status Role Pods Memory cPu Filesystem Created Instance type
Q master 38 053 GiB / 3139 GiB 1082 cores / 8 cores 55GiB/ 10238 Gil D Jul 25,2023, 10:33AM Standard_D8s v3
o mas
o worke
Q worke S GiB GiB 42 4 71GiB/ 12 @ Aug 21,2023, 477 P indard_D4s

Install Hitachi Storage Plug-in for Containers
Installing HSPC in the Azure Red Hat OpenShift Cluster is similar to the section Install HSPC in Near-Cloud Cluster.

The following screenshot shows the status of the operator after a successful installation.

Project: kube-system ¥

Installed Operators

nstalled Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation of. O create an Operator and ClusterService Version using the Operator SDK

Name Managed Namespaces Status Lastupdated Provided APls

Hitachi Storage Plug-in for Containers @ kube-system

From the console, navigate to Workloads, click Pods, and ensure that the status of the operator pod is running.

Project kube-system

Pods Create Pod

Yriter v Mame w  Searchbyname o

Name 1 Status Ready Restarts. Oumer Memory =] Created

858~ @ Rumning 1 1@ hspe-operator-controller-manager-66f516858  370MB 0002 cores @ ul 25,2023, 231PM

Verify that the status is Ready.

# oc get hspc -n kube-system
NAME READY AGE
hspc true 6m02s

Create StorageClass and Volume SnapshotClass

After installing HSPC, you must create storage class to provision persistent volume from the VSP 5200 storage system.
Additionally, a volume snapshot class is required to take point in time snapshot. The following screenshots show the status of
storage class and volume snapshot class.
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The YAML file used for storage class:

® Hitachi Vantara

eClasses StorageClass details

E® sc-vsp5200

3l YAML

[T N . T, [ S TV

ret-namesps
-nar

-Name :

Status of the StorageClasses:

StorageClasses

Neme v  Sear

Provisioner

Reclaim policy

Create StorageClass
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The YAML file for volume snapshot class:

® Hitachi Vantara

olumeSs ot olumeSnapshotClas: details

(W [ - VW % [y ]

[
Fi
9

[ f W [y N W [y W Ry N
gkﬂtﬂ"ldﬂ'llﬂlg

Status of the VolumeSnapshotClasses:

VolumeSnapshotClasses

Name - Sear
Name | Driver Deletion policy
[ — Fepe csihischi com

Install Kasten K10 in Azure Red Hat OpenShift Cluster

Deploying Kasten K10 in the ARO cluster is similar to deploying it in the near-cloud OpenShift cluster.
screenshots show the status of Kasten K10.

Status of Kasten K10 Operator:

The following

Project kasten-io ¥

Installed Operators

Operators documentation . Or create an Operator and ClusterServiceVersion using the Operator SDI

Managed Namespaces Status Last updated

®s @ Aug 22,2023, 1020 PM

Provided APIs

Status of Kasten K10:

Froject kasten-io +

Last updated

Kind Status Labels

@ko Kio Conditions: Inftalized, Deployed @ Jul 25,2023, 355 PM

21
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Prepare Kasten K10 Multi-Cluster in Azure Red Hat OpenShift Cluster

Download and untar the Kasten K10 Multi-Cluster tool from the URL: https://github.com/kastenhqg/external-tools/releases.

Discover Azure RedHat OpenShift Cluster as the secondary cluster from Kasten K10 Multi-Cluster Ul in near-cloud.

Status of the discovered cluster “azurecluster” in Kasten K10 dashboard in near-cloud:

& C A Notsecure | k10routel-kasten-io.apps.ocpelusterjuno.com/k10/#/clusters e 1
KQE!;EN f[] bocs 2 kube:admin v ga
K10 Global Resources @ reacenties
S5 K10 Multi-Cluster Create and distribute policies and o Global Profles
:l profiles to multiple clusters and
00 Dashboa rd manage multi-cluster permissions. ° Global Eolicies
° Distributions
o Clusters Data Usage
: Total Across Clusters Snapshot Object
© Policies - - .
883.0 GiB 883.0GiB 30.7 MiB
@ Applications
o Non-Compliant
Applications Recent fuec Actions Failed Actions
Activity & 0 0
azd
Clusters
= Az Filter by Name 3 dlusters Completed with Errors ) @ Add Clusters
awscluster
) o) (o) 7o o o o
azurecluster
o) @@ o2 b)) (@ fo v
ocpcluster
) o) @) i o) @) fo
® S )

22 © Hitachi Vantara LLC 2024. All Rights Reserved


https://github.com/kastenhq/external-tools/releases

Building Mobile and Resilient Containerized Applications in a Hybrid Multi-Cloud Environment @ Hitachi Vantara

Test 2: Deploy a Stateful Application in Azure Red Hat OpenShift Cluster

This test case describes the process of deploying MySQL stateful application in Azure Red Hat OpenShift cluster using
persistent volume from the near-cloud VSP 5200 storage system. HSPC enables the application to use a persistent volume
from the VSP 5200 storage system.

1. Deploy a stateful MySQL application.

a. Create a project (Kubernetes namspace) for the MySQL application. From the Red Hat OpenShift console, navigate
to Home, click Projects, and then click Create Project. In the Create Project menu, enter a project name and click
Create.

Create Project

An OpenShift project is an alternative representation of a Kubernetes namespace.

I
1]
w

rn more about working with projects &

devapps

Display name

Description

Status of the project.

Projects
Y Fiter v Name v | devd m
Name deva X Clearallfilters
Name Display name Status Requester Memory cPU Created
@D devapps No display name ® Active kube:admin - - @ Aug 16, 2023, 9:45 AM

b. Create a MySQL service. From the Red Hat OpenShift console, navigate to Networking, click Services, and then
click Create Service. In the Create Service menu, populate the YAML file with the required information and click
Create.
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Create Service

Create by manually entering YAML or JSON definitions, or by dragging and dropping a file into the editor

c. Verify the status of the MySQL service:

Project: devapps ¥
Services
Name v  Searchbyname

Name Labels Pod selector Location

© azspps2 app-azapps2 Q app=azapps2 None

d. Create a MySQL statefulset application. From the Red Hat OpenShift console, navigate to Workloads, click
StatefulSet, and then click Create StatefulSet. In the Create StatefulSet menu, populate the YAML file with the
required information and click Create.
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Create StatefulSet

1
2
4
5
(3
7
9

® Hitachi Vantara

e. Verify whether the StatefulSet is running.

f.

& azapps2

Yriter ~  Name v | Searchbyname o
Memory cpy Created

[ p— g 1 o S —— 2022miE @ g

Name T Status Ready Restarts Node

Verify whether the PVC is created from the VSP 5200 storage system. Using storage class dynamically provisions a
persistent volume in the VSP 5200 storage system. The following screenshots show the status of the PVC and PV

created.
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PersistentVolumeClaims

Triter v Name «

Name:

Status PersistentVolumes Capacity

StorageClass

[sc]

Create PersistentvolumeClaim

PersistentVolume details

Name.

Reclaim policy
Delete

Created at
@ A

olumes > Persistentvolume deta

@) pvc-Oba60c3e-0a8d-468d-bb64-8a25e6dcbc72 @ sowne

Edit &

Status
Bound

Capacity

Volume mode
Filesystem

StorageClass

YAML

olumes > Persistentvolume d

(@ pve-0ba60c3e-0a8d-468d-bb64-8a25e6dchbe72 & souns

Access the MySQL application.
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a. Log in to MySQL pod and verify whether the 200 GB persistent volume is created and mounted in /var/lib/mysql.

Fod detals

@ azapps2-0 & fuming

Connecting to azapps2

sh-4.2% df -h

Filesystem i Used Awail Use¥% Mounted on
over lay 1: M 95 2% S

tmpfs 64N ex fdev

tmpfs .9 7. 2% [sys/fs/cgroup
shim % fdev/shm
tmpfs .9 ] . 1% /fetc/passwd

Jdev/=dad 1z 27% fetc/hosts

Jdev/sdf 19 ] 1 1% fvar/lib/mysql

tmpfs i {1 1% /run/secrets/kubernetes.io/serviceaccount
tmpfs 2 . % fprocfacpi

tmpfs . 2% /proc/scsi

tmpfs .9 . % /sys/firmware

sh-4.2%

b. Log into MySQL database using mysgl -u root -p.
c. Verify whether the “devmysqldb1” database is created.

d. Select the “devmysqgldb1” database.

Project: devapps

Pods Pod details

0 azappsz—o & Running
Details Metrics YAML Environment Logs Events  Terminal

Connecting to azapps2

mysql> show databases;

information_schema |
devmysqldbl |
mysqgl |

performance_schema |

rows in set (8.8@ sec)

mysgql> use devmysqldbl;
Database changed
mysgl>
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e.

f.

Create a table “employee” and ingest some records to the table.

Project: devapps

Pods > Pod details

@ azapps2-0 & ruming

Details Metrics YAML Environment Logs Events  Terminal

Connectingto (@ azapps2

mysql> select * from employee;

name | email

Jishan | 3

|
| Amrit | Amrit@abc.com
| Adip | Adip@abc.com
| ksing | KSing@abc.com
| Jackm | JackM@abc.com
T e PR
5 rows in set (0.00 sec)

mysql>

HSPC automatically creates an iSCSI target on port CL1-C of the storage system. Verify whether the 200 GB volume
was created in the VSP 5200 storage system from Storage Navigator.

spc-0057925ee62726518aeb7340a491 (13)

> Ports/Host Groups/iSCSI Targsts > CLi-C > spc-00579252e62726515asb7340245. .

Last Updated

Valuma Migration | v

ISCSI Targat Alias

Host Mode 00 [Standard]

Spe-00579252262726518ae573402491 (13)

ISCSI Target Name iGN, 1994-04.1p. co.hitachizrsd.r30.£.40028, 1c013 Port Security Enabled
Port 1D cLi-c Authentication Method Comply vith Host Setting
Virtual Storage Machine VSP 5200, 5600 / 40028 Mutual CHAP Disabled

User Name

Hosts | LUNs  Host Mode Options = CHAP Users

TAVETS T B selaciads 0 of 4

| AFiler || on [FTE3  [Select All Pages || Column Settings| |_options » | 1 fa
Capacity Used Capacity
capmety
[ P | wio | oo Lowseme T | e - _ I - A e T
o) v Totsl 1V | Reserved | Used Used (%) | Tier 1 Tier 2 Status y
[ cic & 77 spc-biia3adads dr_pool(0) OPEN-V CVS  200.00 GB 0.00 GB 7.46 68 3 - - Disabled Disabled 13 0:CLPRO
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Test 3: Manually Migrate Stateful Applications Across OpenShift Clusters

This test case describes the process of migrating a stateful application from OpenShift cluster in Azure to AWS using
Kubernetes commands and HSPC. The VSP 5200 storage system provides the persistent volume required for stateful MySQL
applications in both clusters.

Snapshot Operation
To perform snapshot operation of an application in Azure Red Hat OpenShift Cluster, complete the following steps:

To create a MySQL application with a persistent volume of 200 GB from the VSP 5200 storage system and ingest data to the
database, see the section Test 2: Deploy a Stateful Application in Azure Red Hat OpenShift Cluster. The following screenshot
shows that the data is available in the MySQL application.

Project: devapps =

Pod details

@ azapps2-0 & ruming

Details Metrics YAML Environment Logs Events Terminal

Connectingto (@ azapps2

mysql> select * from employee;

Jishan | Jishan@abc.com |
Amrit | Amrit@abc.com

adip | Adip@abc.com

KSing | KSing@abc.com |

JackM | JackM@abc.com |
T e A +
5 rows in set (0.00 sec)

mysql>
1. Create a snapshot.

a. Create a snapshot of the persistent volume created for the application. From the Red Hat OpenShift console,
navigate to Storage, click VolumeSnapshots, and then click Create VolumeSnapshot. In the Create
VolumeSnapshot menu, enter the required information such as PVC, snapshot name, snapshot class, and click
Create.

Project: devapps +

PersistentVolumeClaim details

Create VolumeSnapshot Edit YAML Name
@ dev-voll-azapps2-0

PersistentVolumeClaim *

@D dev-voll-azapps2-0 - Namespace
@B devanps
Name *
Status
dev-voll-azapps2-0-snapshot & Bound

Snapshot Class * StorageClass

D snapshotclass-sample - @® sc-vsps5200

Requested capacity
| Cancel ‘ 200G

Access mode
Single user (RWO)

Volume mode
Filesystem

b. Verify whether the snapshot is created.

Project: devapps ¥

VolumeSnapshots

Y Fiter ~ Name w  Searchbyname
Name Status Size Source Snapshot content VolumeSnapshotClass Created at
@ Ready 200 GiB @® dev-voll-azapps2-0 @O :napshotclass-sample @ Aug 16, 2023, 10:47 AM

B dev-
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c. In Storage Navigator, verify whether the snapshot volume 00:00:89 is created successfully.

® Hitachi Vantara

Copy Type:

T -
I History (Page.1)

| Afier | on [

Primary Velume Secand: N
Data and Time Mirror

LDEVID | Provisioning Type | LDEVID | Provisionin

2023/08/16 05:18:08
2023/08/16 0518103

00081 | DR

op

00:00:85
00:00:85

op 3 o

00:0081 op 3 o

Restore Operation

To restore an application in an OpenShift cluster in AWS, complete the following steps:

1.

C.

Identify the volume handle string for the snapshot secondary volume 00:00:89. Volume handle string for this volume is

“60060e80089c5c0000509¢c5c00000089--spc-1d1bccb46e”.
Create a PV and PVC using the volume 00:00:89 with the pre-defined volume handle string.

a. Create a project called “devapps” for the MySQL application.
Projects
Y Filter v Name w |deva m
Name deva X Clear all filters
Name Display name Status Requester Memory CcPU Created
@ devapps No disf e ® Active kubezadmin @ Aug16, 2023, 5:42 AM
b. Create a manifest file for PV using the volume handle string. This way, storage class does not dynamically create a
new volume. Instead, it uses the existing volume to preserve the snapshot data. From the Red Hat OpenShift
console, navigate to Storage, click PersistantVolumes, and then click Create PersistentVolume. In the Create
PersistantVolume menu, populate the YAML file with the required information and click Create.
Create PersistentVolume
Create by manually entering YAML or JSON definitions, or by dragging and dropping a file inte the editor.
Verify whether the PV is created.
PersistentVolumes
Name w  Search by name.
Name Status Claim Capacity Labels Created
@ de Available @D devappspvc 200G el @ Aug16,2023,6:39 AM
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d.

e.

Create a manifest file for PVC using the PV created in step 2b. From the Red Hat OpenShift console, navigate to
Storage, click PersistantVolumeClaims, and then click Create PersistentVolumeClaim. In the Create
PersistantVolume menu, populate the YAML file with the required information and click Create.

Project: devapps =

Create PersistentVolumeClaim

Create by manually entering YAML or JSON definitions, or by dragging and dropping a file inte the editor.

Verify whether the PVC is created.

Project: devapps ¥

PersistentVolumeClaims

Y Filter v Name name.
Name Status PersistentVolumes Capacity
@ devappspuc @ Bound @) devappspy 200 GiB

Create PersistentVolumeClaim

Used StorageClass

Create a clone PVC using the “devappspvc”’ PVC as data source.

a.

Create a manifest file. From the Red Hat OpenShift console, navigate to Storage, click PersistantVolumeClaims,
and then click Create PersistentVolumeClaim. In the Create PersistantVolume menu, populate the YAML file with

the required information and click Create.

Project: devapps =

Create PersistentVolumeClaim

Create by manually entering YAML or JSON definitions, or by dragging and dropping a file into the editor.

[N T, T S TY R N

-]
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b. HSPC dynamically provisions a PV from the VSP 5200 storage system. Verify whether the PVC and PV are created.

Project: devapps  ~

PersistentVolumeClaims

Y Fiter v Name =  Searchbyname
Name Status PersistentVolumes Capacity Used
@@ devappsclone @ Bound 200 GiB

@

StorageClass

Create PersistentVolumeClaim

tVolumes > PersistentVolume details

@D pvc-99561b45-0f6f-498¢-bd98-c09053516fff o souna

Details  YAML

The dynamically created PV is the Thin Image clone volume. In the following screenshot, volume 00:00:8C is the

designated clone volume.

Sacandary Volume

Primary Voluma

Date and Time Mirror Pool 1D DIff Compara Volums DEZ‘""““" Description
LDEV ID Provisioning Type  LDEV ID Provisioning Type Y™t Cais

2023/08/16 06:50:33  00:00:83 | DP 00:00:8C | DR 3 0 2082 CLONE END

2023/08/16 06:46:52  00:00:89 | DP 00:00:8C | DR 3 0 2091 CLONE START

2023/08/16 06:46:51 | 00:00:89 | DP 00:00:8C | DP 3 o 2001 PAIR

4. Restore the MySQL application in the AWS cluster.

a. Create a MySQL service. From the Red Hat OpenShift console, navigate to Networking, click Services, and then
click Create Service. In the Create Service menu, populate the YAML file with the required information and then click

Create.

32
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b.

Create Service

Create by manually entering YAML or JSON definitions, or by dragging and dropping a file into the editor.

1
2
3
4
L
6
7
E

Verify whether the MySQL service is created.

Project: devapps ¥

Services

Name Labels Pod selector

© azapps2 app=azapps2 Q app=azapps2

Location

None

Create a MySQL statefulset application. From the Red Hat OpenShift console, navigate to Workloads, click
StatefulSet, and then click Create StatefulSet. In the Create StatefulSet menu, populate the YAML file with the
required information and click Create. In the volume section, use the “devappsclone” claim created in step 3. This

ensures that the MySQL application uses the clone PVC for persistent data.
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Project: devapps =

Create StatefulSet

ging and dropping a file into the editor.

[ T, IS TR X

7

t+found™

[*]
R OB @D

()

~ m

Wl w W W

o o

)
RO @D

d. Verify whether the StatefulSet is running.

Project: devapps v

5 azapps2

YAML  Pods  Environment
X Fiter = Name w  Searchbyname m
Name 1 Status Ready Restarts Nade Memary cPU Created
@ =zepps2-0 £ Runnin ' 0 @ ip-10-77-28-190 us-west-Lcompute intemal - - @ 4ug 16,202
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e.

Project: devapps =

Fod details

@ azapps2-0 & suming

Connecting to azappsZ

sh-4.2% df -h

Filesystem Used Avail Use¥ Mounted on
overlay 60 286G 28% /
tmpfs 6 Jdev

tmpfs Jsys/fs/cgroup

shm Jdev/shm

Jetc/passwd

fetc/hosts

J/var/lib/mysql
/run/secrets/kubernetes.io/serviceaccount
Jproc/acpi

/proc/scsi

/sys/firmware

§.:;.:;Q

tmpfs

/dev/nvmednlpd
/dev/sde

tmpfs

tmpfs

@

O
YRV
5]

sosREE

saannbnass

Log in to MySQL and verify whether the “devmysqldb1” database is available.

Project: devapps -

Pod details

Q azappSZ—O £ Running

information_schema |
devmysqldbl |
mysql |

performance_schema |
rows in set (8.81 sec)
mysql> use devmysqldbl;
Reading table information for completion of table and column names

You can turn off this feature to get & quicker startup with -A

Database changed
mysql> show tables;

1 row in set (8.88 sec)

mysql>

® Hitachi Vantara

Log in to pod azapps2-0 and verify whether the 200 GB persistent volume is mounted on /var/lib/mysql.
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g.

Verify whether the ingested data from Azure RedHat OpenShift cluster is available here.

Project: devapps -

Pods Pod details

® azapps2-0 2 ruming

| Jishan | Jishan@abc.com |
| Amrit Amrit@abc.com |
| Adip Adipfiabc.com |
KSingiabc.com |
JackM@iabc.com |

in set (9.80 sec)

HSPC automatically creates an iSCSI target on port CL1-C of the storage system and assigns the volume to the
appropriate worker node.
spc-190210a78dfc87a6f821889c2552 (0D)

> Ports/Host Groups/iSCSI Targets > CLI-C > spc-190210a78dfcB7a6f

Volume Migration | ¥

iSCSI Target Alias

Spc-150210a78dfcB726f821885c2552 (0D) Host Mode 00 [Standard]

iSCSI Target Name iqn.1994-04.jp.co.hitachi:rsd.r30.t.40028.1c00d Port Security Enabled
Port 1D cLi-c Authentication Method Comply with Host Setting
Virtual Storage Machine VSP 5200, 5600 / 40028 Mutusl CHAP Disabled

User Name

Hosts  LUNs Host Mode Options =~ CHAP Users

Add LUN Paths [ Copy LUN Paths || Edit Command Devices

| #Fiteer || on B3 | Select All Pages|| Column Sattings| | op
' ' Capacity Used Capacity
] Pertid LUN ID LDEV ID LDEV Name Emulatien BooiHsge Capacity Saving
Type (1) Total Reserved Used 17 | Used (%) | Tier1 Tier 2 Tier 3
L] cic @ 13s spc-9fees2c?77 OPEN-V CVS | dr_pool(0) 200.00 GB 0.00 GB 6.21 GB 2 - - - Disabled
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Test 4: Migrate a Stateful Application Across OpenShift Clusters Using Kasten K10 Multi-Cluster

This test case describes the process of migrating a stateful application by performing backup and restore operations between
two OpenShift clusters using Kasten K10 Multi-Cluster Global policy and HSPC. In this environment, backup and restore
operations can be performed among three clusters residing on near-cloud, AWS, and Azure. To demonstrate this, we captured
the snapshot of a stateful MySQL application running on Azure Red Hat OpenShift cluster and then restored it on a Red Hat
OpenShift cluster in AWS. The entire process was performed from the Kasten K10 Multi-Cluster Ul. The VSP 5200 storage
system serves the persistent volumes required for stateful MySQL application in both clusters.

Snapshot Operation
Before performing snapshot operation of an application using Kasten K10, create the following:

e Global Location Profile: Profiles define credentials and locations required to move the data in and out of the cluster. In this
scenario, an Amazon S3 bucket is used.

e Global Policy: Policies are used to automate your data management workflows. To achieve this, they combine actions you
want to take (such as snapshot), a frequency or schedule for how often you want to take that action, and a label-based
selection criteria for the resources you want to manage.

o Distribution: Distributions define which K10 resources belong to which clusters.
To perform snapshot operation of an application using Kasten K10, complete the following steps:

1. Create a new project “devmysql” and deploy a stateful MySQL application with a 100 GB persistent volume from the VSP
5200 storage system, as shown in the section Test 2: Deploy a Stateful Application in Azure Red Hat OpenShift Cluster.

2. Access the stateful MySQL application.

a. Loginto pod MySQL and verify whether the 100 GB persistent volume is mounted in “/var/lib/mysql”, as per the
manifest file.

Project: devmysgl

Pod details

@ azappsl-0 & Funning

Size Used Avail UseX Mourted on
1286 166 1136 12% /
64M 8 64M ex /dev
7.9G6 @ 7.86 @% /sys/fs/cgroup
B4M 8 64 % /dew/shm
7.9a 7.8a 1% /etc/passwd
fdev/sdad 128G 1136 12% /etc/hosts
Jdev/sde 986 936 1% /var/lib/mysgl
tmpfs 146G 1% frun/secrets/kubernetes.io/serviceaccount
tmpfs .06 eX /proc/acpi
‘tmpfs .9G @X¥ /proc/scsi
tmpfs .96
sh-4.2 |

@% /sys/Firmware

b. Log in to MySQL database using “‘mysql -u root -p”and verify whether the “devmysqldb” database is created as
per the manifest file.

mysql> show databases;

| imformation_schema |
| devmysqgldb

| mysal
| performance_schema

5% rows in set (@.88 sec)
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c. Create atable “employee” and ingest some new records to the table.

Project: devmysql

-

Pod details

@ azappsl-0 & runing

Details  Metrics  YAML vironment  Logs Events Terminal

Connecting to @ azapps!

mysql>
1> select * from employee;

| ankit@rxy.com
| raj@rxy.com |

E
3

4 | john | john@rxy.com
- - mm - -
4 rows in set (8.8@ sec)

| Juliana | juliana@rxy.com |

mysql>

3. Verify that the application created in step 1 is registered in the Kasten K10 Ul.
4. Navigate to the Kasten K10 Multi-Cluster Dashboard and verify the available clusters and registered applications.
Clusters
= AZ 3 clusters Completed with Errors () T Add Clusters
awffleétér 77777 @ 0o o 66 o o 0o o v
@ azljrtrerrzlrusrt‘err I @ o o 70 [} o 0o o v
[ primary
oc?crll.fsrtt-.tr - : @ o (0 M e o o o v
5.

6.

38

Navigate to Clusters, select azurecluster, and view the registered applications. Kasten K10 registers detected

namespaces as an application. The following screenshot shows that the namespace “devmysql" is detected as an
application.

KASTEN
by veeam

¢« Clusters

i pocs £ k10-multi-cluster-user v

°Q@

azurecluster -

Applications

@
View details or perform actions on applications

Cluster-Scoped Resources M

apshot was Jul 31, €:38am
4 CreateaPolicy >

L]
HP Fiterbystas ¥

Ei devmysql

1 application a8

4 CcreateaPolicy >

1000GiB @1

Create a Global Location Profile.
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a. Inthe K10 Global Resources section of the K10 Multi-Cluster Dashboard, click Global Profile.

K10 Global Resources e RBAC Entries

Create and distribute policies and :
_ _ P o Global Profile
profiles to multiple clusters and

manage multi-cluster permissions. e Global Policies

e Distributions

The following screenshot shows the window to create a new location profile:
< Clusters

Global K10 Resources

Manage global resources such as policies and profiles and the distribution of these resources to clusters.

User Permissions Location Profiles

M e permissions for multi-cluster users
eneese ons e maEEsEr e Create profiles that define credentials and locations needed to move data in and out of the cluster. You'll

select from these profiles when creating policies or exporting a restore point.

Location Profiles

Manage global cloud location profiles

) New Profile

Infrastructure Profiles

Manage global infrastructure profiles
No Profiles

Policies No profiles have been created yet. Create a profile.

Manage global policies

Distributions

b. In this scenario, an Amazon S3 bucket named bucketk10b is created and designated as the destination for Global
Location Profile. For instructions to create an S3 bucket, see the Amazon S3 User Guide.

Buckets (13) mnfo ‘ Copy ARN | ‘ Empty | ‘ Delete ‘ Create bucket

Buckets are containers for data stored in $3. Learn more [/}

Q 10b X ‘ 1 match 1 &
Name v | Aws Region v | Access v | Ccreation date v
buckatk10b US West (N. California) us-west-1 Objects can be public July 31, 2023, 15:00:43 (UTC+05:30)

c. Inthe Global K10 Resources window, click New Profile.

39 © Hitachi Vantara LLC 2024. All Rights Reserved


https://docs.aws.amazon.com/AmazonS3/latest/userguide/GetStartedWithS3.html

Building Mobile and Resilient Containerized Applications in a Hybrid Multi-Cloud Environment @ Hitachi Vantara

d. Enter the required information (such as Profile Name, Storage Provider, AWS region, Bucket Name, AWS Access
Key, Secret Key, and so on) and click Save Profile.

New Profile X

Profile Name

Only lowercase letters, numbers, dash, and dot

globalkastenk10b

Storage Provider

A Azure Storage
5 Google Cloud Storage NFS FileStore
53 Compatible Veeam Repository

AWS Access Key

AKIAYSF7653V2N]Y88868

AWS Secret

Region

| bucketk10b]|

Enable Immutable Backups
The bucket listed abave must already exist and it must have

Locked Bucket Setup.

Execute Operations Using an AWS IAM Role
switch to an 1AM role for executing cloud-related operations.

Save Profile Cancel

e. Verify that the profile is created.

GLOBAL PROFILE  Belongs to the distributions dist-aws-restore, dist-demol0-restore. dist-demo10-snapshot, dist-onprem-snapshot

{__ LOCATION PROFILE <> = [i]
Y glﬂhalkasten k10b [>_] yaml edit delete
CLOUD PROVIDER REGION BUCKET NAME
AWS s3 US West (N. California) * us-west-1 bucketk10l

7. Create a Global Snapshot Policy.
a. From the K10 Global Resources page, click Global Polices and then click New Policy.

b. Enter the snapshot related information (such as Policy Name, Backup Frequency, target application, application
resources, and so on). Select Enable Backup via Snapshot Exports, select the location profile that you created,
and click Create Policy. This is required to generate an import policy while restoring the application.
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C.

New Policy X

az-snapshot-policy

Comments

Import

Backup Frequency

Hourty Daily Weekly

@ Enable Backups via Snapshot Exports

A 2pshot comp -2store points o enable backups or cross-cluster migration.
Export Location Prefile
The profile tha points will be exported to

I5) globalkastenk10k -

Storage class exceptions

& Advanced Export Settings ...

Select Applications
Choose which application namespaces this policy should target. Select applications by name or by

Choose one or more applications to target with this policy. #

devmysgl x -

Select Application Resources

Optionally c rs to include/exclude specified spplication resources

@ snapshot Cluster-Scoped Resources
@ All Custer-Scoped Resources Filter Cluster-Scoped Resources
Create Policy > YAML Cancel

Verify that the policy is created.

i GLOBAL POLICY Motyet added to distribution.

g R =
L4 h

[ii 8z-snaps ot-policy £

deviysql | 8 cluster-scoped resources s

1 Snapshot on-demand ]

far exparting data.

=

Export onDemand snapshots using the
export profile globalkastenk10b

Export volume data “or dursble backups

8. Create a distribution.

a.
b.

41

From the K10 Global Resources page, click Distributions and then click New Distribution.

In the Add Distribution window, enter the required information (such as Distribution Name), specify the Azure cluster,
specify the two resources created (Global Location Profile and Global Snapshot Policy), and then click Add
Distribution.
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9.

42

Add Distribution

Name
The display name for the distribution. Must be Kubernetes-compatible (lowercase, dots, dashes)

dist-az-snapshot-policy

Clusters

Using Iabels, specify the clusters 1o which you want to distribute resources.

Multiple Izbels will be unioned [OR). Any cluster that matches any label will be targeted.

Cluster - azurecluster X

Resources

Select the global K10 resources to distribute to custers.

orofile globalkastenk10h.

demo10-snapshot
Snapshot =+ export policy depends on e
orofile globalkastenk10b.

{ onprem-snapshot
pSHOL + export po .-I,'
orofile globalkastenk10b.

nds on a

Avsilable Options (5) Selec A Selected (2) =zelecr A
{i aws-restore f/ az-snapshot-policy
mport + restore policy depends on e ot = e y
orofile globalkastenk10b. p globalkastenk10b.
7 demol0-restore [ globalkastenk10b
mport + restore policy depends on 0 53, us-west-1, "bucketk10b

c. Verify that the distribution is added.

DisTREUTION
m dist-az-snapshot-policy

CLUSTERS RESOURCES

i azurecluster

U azsnapshotpolicy [ globalkastanki0b

W Synced & minutes ago

Collect a snapshot of the registered application using the Global Snapshot Policy.

a. From the K10 Multi-Cluster Dashboard, click Cluster “azurecluster” and then click Policies.

Verify that the Global snapshot on-demand policy created in the Global Policy section is available under Polices.

OBAL | POLIC

)AE az-snapshot-policy
 valid

devmysgl @ cluster-scoped resources

% Snapshot on-demand

for exporting data.
B+ Export onDemand snapshots using the
export profile globalkastenk10b

Export volume data for durable backups

Show import details..

<&
yami
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b. Click run once, which opens a Run Once window. To start the snapshot, click Yes, continue.

Run Once

Snapshot Expiration (Optional)
If specified the snapshot will be deleted after the selected date and time.

B

This will immediately execute the actions in the policy az-
snapshot-policy. Continue?

Cancel

© Hitachi Vantara

c. Open the Kasten K10 Multi-Cluster dashboard and check the status of the policy in the Actions window. To check

the phase in progress, click the related action.

total actions

11

Actions ()

Policy Run

completed actions

k4

failed actions

az-snapshot-policy

skipped actions

0

T Flilter

avg duration

36 sec

live artifacts

3,965

retired artifacts

0

Today, 6:59sm

d. Verify that the phase has changed to Completed Successfully. Click the relevant action to confirm that no error is

present.

@

\

Actions @

Export

policy-run-c7xds.

< Clusters ¢ azurecluster v

COMPLETED SUCCESSFULLY
az-snapshot-policy
policy-run-t7xds
Show Details

PhASES

© Exporting Metadata
@ Monitoring Actions
© Al phases completed successfully.

Fhases
@ Exporting RestorePoint
© All phases completed successfully.

PHASES
@ Exporting RestorePoint
© All phases completed successfully.

PHASES
@ Snapshotting Application Components
© Snapshotting Application configuration
@ snapshotting Workload azapps1

© Al phases completed successfully.

START

Today. 6:59am

APPLICATIONS

deumysql

PROTECTED OBJECT
none

Foucr
az-snapshot-policy

PROTECTED OJECT
nane

PoLiCY
az-snapshot-policy

PROTECTED OBECT
devmysql

FoLIo
az-snapshot-policy

az-snapshot-policy

Today. 7:02am

DURATION

2mins, 46 secs

ARTIFACTS

1 @ kanister
20 @ spec

ARTIFACTS

1 @ snapshot - 100 G5
20 @ spec

f4f Filter Actions v

START
Today, 6:59am
DURATION

2 mins, 31 secs

sTaRT
Today, 6:59am
DURATION

1 sec

START
Today, 7:00am
DURATION

1 min, 15 secs

START
Today, 6:59am

41 secs

e. Integrating Kasten K10 with HSPC creates a Thin Image snapshot and splits the pairs. A clone volume 00:02:78 was
created from snapshot volume 00:02:77. In Storage Navigator, confirm the pair status.

Copy Type: | TL

L4

TI History {Page.1)

Date and Time

Primary Volume

Secondary Volume

LDEV ID

Provisioning Type

43

2023/08/14 07:02:56
2023/08/14 07:01:00
2023/08/14 07:00:59
2023/08/14 07:00:14
2023/08/14 07:00:10

00:02:77 DR
00:02:77 1]
00:02:77 [+
00:02:44 DP

00:02:44 =13

Mirror
. Unit

LDEV 1D Provisioning Type
00:02:78 oP 3
00:02:78 op =z
00:02:78 oP 3
00:02:77 oP 3
00:02:77 op £

Poal ID Diff Comnpare Valume

Code

2092
2091
2001
2011

o @ o oo

2001

Description

Description

CLONE END
CLONE START
PAIR

PSUS

PAIR
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Restore Operation

You can restore an application from snapshot across clusters from the Kasten K10 Multi-Cluster. Restore operation consists of
the following high-level steps:

e Copying the Import data.
e Creating a Restore policy.

e Implementing the Restore Policy.

1. To copy the Import data, from the K10 Multi-Cluster Dashboard, click the production Cluster “azurecluster” and then click
Policies.

2. In the Polices window, select the Global Snapshot Policy created earlier, click Show Import data, and then click Copy to
clipboard.

Importing Data

The encoded text below contains import data needed by the receiving
cluster. You'll be asked to paste this text when you create an import policy
on the receiving cluster.

Visit the Policies Page at any time to see this information.

ZYQXHFTLC psioclotkikesil 24l /ZKUNGU+UTZELNT

Copy to Clipboard

3. Create a restore policy.

a. From the K10 Global Resources page, click Polices and then click New Policy.

b. In the New Policy window, enter a Policy Name and select Import Frequency as On Demand.
c. In Config Data for Import section, paste the import policy copied in step 2.
d

Select Restore after Import and select the Global Location in Profile for Import.
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e. Click Create Policy.

Mew Policy

Comments

MAction

@ Restore After impore

utomarically restore afe:

Data-Only Restore @
Restare

anly the volume data and excude other artifacrs such a5 config files

Don't wait for workloads to be ready

Restore cluster-scoped resources

restored unless you select this option. T
of EhEs ClusTEr's resources.

Apply transforms to restored resounces.

Select Application Resources

Filler Resguries

Pre and Post-Restare Action Hooks
Datianal biseprint actions to be ran before of 26Ter FESTORes compkes

Before
After - On Success
After - On Failure

Impart Frequency

Hourly Duaily Weskly

Canfig Data For Import

Prafile for lmpart

= pobalkasienk10h i

Advanced Settings

Ignore Exceptions and Continue if Possible

Create Palicy i YAML Cancel
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f.  Verify that the policy is created.

Not yet added to distribution. Create a Distribution

POLICY

Q aws-restore-policy =it
Import on-demand and restore after import using the import profile globalkastenk10b. ('f)l
________________________ yami
for exporting data.
il
delete

4. Create a Distribution.
a. From the K10 Global Resources page, click Distributions and then click New Distribution.

b. Inthe Add Distribution window, enter the name, specify the AWS cluster, select the restore policy and location profile
in Resources, and then click Add Distribution.

Add Distribution X

Name

The display name for the distribution. Must be Kubernetes-compatible (|

dist-aws-restore-policy

Clusters

Using la fy the dusters to wi you want to distribute re

Multiple la be unioned (OR). Any cluster that matches any la be targeted

Cluster - awscluster x

Resources
Select thi distribute to clusters.
Available Options (6) Select All Selected (2) Deselect Al
= .
;. aws-restore 5 aws-restore-policy
Import * restore policy depends on ° Import + restore policy depends on e
profile globalkastenk10hb profile globalkastenk10b.
& az-snapshot-policy =2 globalkastenk10b
Snapshot + export policy depends on ° 53, us-west-1, "bucketk10b"

profile globalkastenk10b

5, demo10-restore
Import = restore policy depends on e
profile globalkastenk10hb.

5 demo10-snapshot
Snapshot + export policy depends on °
orofile elobalkastenk10b.
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c. Verify that the distribution is added.

DISTRIBUTION

i1 dist-aws-restore-policy © & = o

forcesyne ysml sdit delste

CLUSTERS RESOURCES

i&l awscluster ., Foliy Profile

' aws-restore-policy L globalkastenk10b

STATUS

v Synced 6 minutes ago

5.  Run the restore operation.
a. From the K10 Multi-Cluster Dashboard, click the secondary cluster “awscluster” and then click Policies.

b. Verify whether the Global restore on-demand policy created in the Create Restore Policy section is available under

Polices.

| GLOBAL | POLICY V,
aws-restore-policy evalidate

 Valid | b

yamil

Import en-demand and restore after import %
using the import profile globalkastenk10b. fun once

for exporting data.

c. Click run once, which opens the Run Once window. To start the restore, click Yes, continue.

Run Once

This will immediately execute the actions in the policy aws-
restore-policy. Continue?

d. Open the K10 Multi-Cluster Dashboard and check the status of the policy in the Actions window. To check the phase
in progress, click the related action.

Actions (1) #4 Filter v page 1 ©)

START
Today, 7:22am
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g.

© Hitachi Vantara

Verify that the phase has changed to Completed Successfully. To confirm that no error is present, click the relevant

action.

KASTEN
by Veeam

< Clusters < awscluster v

scheduled-g6lc © All phases completed successfully.

pHases
@ Importing RestorePoint
© Al phases completed successfully.

Import

scheduled-vtlmj

Today, 7:22am

COMPLETED SUCCESSFULL START
@ aws-restore-policy
— policy-run-srprs APPLICATIONS
’ ‘ Show Details
Actions @
compieTen PHases
Restore @ Restoring Application Components.

END DURATION

Today, 7:25am

TARGET NAMESPACE ARTIFACTS
devmysql nene
FoLICY

aws-restore-policy

PROTECTED OBJECT ARTIFACTS

none -
1 @ kanister

conicr 667 i spec

aws-restore-policy

2 mins, 27 secs

0 Docs

-0

£ k10-multi-cluster-user ~

1t Filter Actions v

ST
Today. 7:23am
DURATION

1 min, 3 secs

sTar
Today, 7:22am
DURATION
44secs

restored.

From the K10 Multi-Cluster Dashboard, navigate to the cluster “awscluster” and verify that application “devmysql” is

< Clusters < awscluster -

Applications

View details or perform actions on applications.

@ devmysql
Not Protected by Policies
Latest snapshot was  Teday, 7:00am

4 Create aPolicy >

1wooGe 1 1 @1 s

5. B

restore export a

L ]
14 Filter by Status v devmysa] 1 application 8 o= Page1 () (O)

@ Cluster-Scoped Resources M
Latest snapshot was Today, 6:59am

4 Createa Policy »

From the OpenShift Ul, verify that statefulset application azapps1 is created.

Project: devmysgl  +

StatefulSets > StatefulSet details

€ azappsl
Details  Metrics ~ YAML Pods  Environment  Events
Y Fiter v Name =+  Search by name / m
Name 1 Status Ready
@ azapps-0 £ Running 1l 0

Restarts. Node

@ ip-10-77-28-154.us-west-
lcomputeinternal

Actions ¥

Memory cPU Created

@ Aug 14,2023, 7:24
AM

1877 MiB 0.000 cores

6. Verify that the data is available.
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a. Log in to the pod azapps1-0 in devmysql namespace in the awscluster cluster and verify whether the 100 GB
persistent volume is mounted.

Project: devmysgl

Pod details

@ azappsl-0 & running

Details Metrics YAML Environment Logs Events Terminal

Connecting to azapps|

sh-4.24 df -h

Filesystem Size Used Avail Use¥ Mounted on
overlay 1886 386 716G 3e% /

tmpfs 64M 6M  @% /dev

tmpfs 7.86 7.8 @% /sys/fs/cgroup
shm 64M 6M % /dev/shm
tmpfs 7.86 7.76 1% [etc/passwd

/dev/nvmednipa 100G 716 30% /etc/hosts

Jdev/sde 986 93G 1% /var/lib/mysql

tmpfs 156 156 1% /run/secrets/kubernetes.io/serviceaccount
tmpfs 7.86 7.8 @% /proc/acpi

tmpfs 7.86 7.8 @% /proc/scsi

tmpfs 7.86 7.8G  @% [sys/firmaare

sh-4.2¢ |

b. Log in to MySQL and verify whether database devmysqldb and employee table is available.

Project: devmysgl +

Pads Pod details

0 aZappS1—O Z Running

Details

Terminal

information_schema |
devmysqldb

mysql
performance_schema

rows in set (8.88 sec)
mysql> use devmysqldb;
Reading table information for completion of table and column names

You can turn off this feature to get a quicker startup with -A

Database changed
mysql> show tables;

1 row in set (0.00 sec)

mysql>

49 © Hitachi Vantara LLC 2024. All Rights Reserved



Building Mobile and Resilient Containerized Applications in a Hybrid Multi-Cloud Environment

C.

® Hitachi Vantara

Verify whether the ingested data in Azure cluster “azurecluster” (as shown in ARO cluster section) is available in

“awscluster” cluster in AWS.

Pads Pod details

@ azappsl-0 & runing

Details Metrics YAML Environment Logs Events Terminal

Connecting to @ azappsl

mysql>
mysql> select * from employee;

Juliana | juliana@rxy.com

john | john@rxy.com

fffffffff T
in set (8.88 sec)

Persistent volume claim:

The following screenshots show the status of PVC and PV created during restoration.

Project: devmysqgl

PersistentVolumeClaims

Y Filter = Name «  Searchbyname
Name Status PersistentVolumes Capacity
Bound @ 00 GiB

Create PersistentVolumeCla

Used StorageClass

Persistent volume:

mes » PersistentVolume details

G pvc-986b06e0-4599-4169-bf89-ef6fff7534d5 @ sounc

a3
8

4

-}
w
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The volume 00:02:78 was assigned to the restored application in AWS.

spc-32309d0f2d3f1a4d8d807b1fdf32 (0C)

Ports/Host Groups/iSC:

Host Made
Part Security

iSCS1 Target Alias =pc-32309d0f2d3f1a4d8dE07 b1fdf32 (0C)
iSCSI Target Name. iqn.1834-04.jp.co.hitachiirsd.r30.£.40028. 1cD0C
Part ID cLi-c

VSP 3200, 3600 / 40028

00 [Standard]
Enabled
Authentication Method

virtual Sterage Machine Mutual CHAP Disabled

User Name

Hosts CHAP Users

LUNs

Host Mode Options

Comply vith Host Setting

© Hitachi Vantara

Last Updatec

#Filter |00 OFF| |Select All Pages|| Column Settings Options w | 1€ 1 A1

on oev - — Capacity Used Capacity

[/ port 10 14 | LDEVID Fool Name mulation Capacity Saving
io T (o) Type Totsl Reserved  Used Used (%) | Tier 1 Tier 2 Tier 3

[ e-c @ 22z | ooz spe-foan. | dr_pool(0) OPEN-V CVS  100.00 GE 0.00 GB 5.2 GB s - - - Disabled

Capacity Saving Provisionir|

Status Type

Disabled op

51 © Hitachi Vantara LLC 2024. All Rights Reserved



Building Mobile and Resilient Containerized Applications in a Hybrid Multi-Cloud Environment @ Hitachi Vantara

Test 5: Recover from a Ransomware Attack

This test case demonstrates how a VSP snapshot combined with immutability feature from Data Retention Utility program
product can be used to recover a stateful application affected by a ransomware attack. For this test case, volume snapshot of
the persistent volume used in the application in Azure Red Hat OpenShift cluster has already been taken and the DRU write-
disable attribute is set on the snapshot volume.

Assume that the application is affected by a ransomware attack and we must restore clean data from the snapshot. This
recovery process can be carried out either in Azure or in AWS.

Recovering from a ransomware attack consists of the following high-level steps:

Creating PVC with the snapshot volume (where the DRU attribute Write Disabled is set).

Creating a cascaded snapshot of this volume because write is disabled.

Using the cascaded snapshot (snap-on-snap) to recover the application data in any cluster.

Creating a clone PVC and using that PVC as data volume to restore the MySQL application because snapshot volumes
must not be directly used in a POD.

e Verifying that the data ingested from the ARO cluster is available.
Snapshot Operation
Complete the following steps in Azure Red Hat OpenShift Cluster:

1. Create a new project “druapps” and deploy a stateful MySQL application with a persistent volume of 200 GB from the VSP
5200 storage system, as shown in the section Test 2: Deploy a Stateful Application in Azure Red Hat OpenShift Cluster.

2. Access the stateful MySQL application.

a. Log in to the pod azapps3-0 and verify whether the 200 GB persistent volume is mounted on “/var/lib/mysql”.

Project: druapps =

Peod details

@ azapps3-0 & Runing

Details ~ Metrics YAML  Environment  Logs  Events  Terminal

sh-4.2% df -h

Filesystem Size Used Avail Use¥ Mounted on
overlay 1: 166G 1126 13% /

tmpfs 6 2 64N 8% fdev

tmpfs .9 8 7.96 @% fsys/fs/cgroup
shm 6 @ 64 % fdew/shm
tmpfs .9 498 7.86 1% Jetc/passwd

fdev/sdad 1z 166G 1126 13% /etc/hosts

Jdev/sdf 196G 271M 186G 1% /var/lib/mysgl

tmpfs 1 24K 146 1% /run/secrets/kubernetes.io/serviceaccount
tmpfs .9 7.96 e /proc/acpi

tmpfs .9 .9 @% /proc/scsi

tmpfs .5 .G % /sys/firmuare

sh-4.2% ||

b. Log in to MySQL and verify whether the database “devmysqldb” is created.
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c. Create a table “employee” and ingest new records to the table.

roject: druapps ™

Pod details

G aZa pp53—0 £ Running

Connecting to azapps3

| information_schem
| devmysqldb
mysql
performance_schem;

101 | Prabin Barman | pbarman@add.com
182 | John Thangli | jthangli@add.com |
183 | Juliana K | jkEadd. com |
194 | Firoz Akhtar | fakhtar@add.com
185 | N Reddy | nreddy@add.com

Create a snapshot.

Events Terminal

® Hitachi Vantara

a. Create a snapshot of the PVC used in the MySQL application. From the Red Hat OpenShift console, navigate to
Storage, click VolumeSnapshots, and then click Create VolumeSnapshot. In the Create VolumeSnapshot menu,
enter the required information such as PVC, snapshot name, and snapshot class, and then click Create.

Project druapps ¥

Create VolumeSnapshot

PersistentVolumeClaim *

Edit YAML

PersistentVolumeClaim details

Name
dev-vol-szapps3-0

Namespace
druspps

Status

@ Bound

StorageCla

Requested capacity
200GiB

Access mode
Single user (RWC)

Volume mode

Filesystem
b. Verify whether the snapshot is created.
Co—
VolumeSnapshots
Yriker v  Name «
Name Status Size. Source Snapshot content VolumeSnapshotClass: Createdat

@ Ao 2073 139 A4
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c. In Storage Navigator, verify whether the snapshot volume 00:00:D2 is created successfully.

® Hitachi Vantara

Copy Type: | TI -
TI History {Page.1)
| Fitter | o [FT3)

Frirnary Valume secondary Valume

Date and Time Mirvar Pool 1D Diff Compare Yolume Description
Unit Code

LDEV ID Provizioning Type | LDEV ID Provisioning Type
2011
2001

2023/08/21 06110011 00:00:iD1 oP 00:00:02 =13 2 Ll
2023/08/21 06:10:08 00:00:01 DR 00:00:02 DP 2 o

Description

PsUS
PAIR

Set DRU write-disabled attribute to snapshot volume 00:00:D2 (LDEV# 210 in decimal format).

[root@linuxnfscl2 etc]# raidvchkdsp -g grp0 -fd -v gflag -Il
Group PairVol Dewvice File S
grp0 pair0 Unknown 540028 210 EEEEE E

9]

Seq¥ LDEV# GI-C-R-W-5 PI-C

-R-W-5 R-Time
EEEE 0

[root@linuxnfscl2 et

[root@linuxnfscl2 et
[root@linuxnfscl2 et
Group PairxrVol Dev
grp0 pair0 Unknown 540028
[root@linuxnfscl2 etcl# |

m m
O 0
() et et
M = e e

3

raidvchkset -g grp0 -vg wtd 5 -Il

raidvchkdsp -g grp0 -fd -v gflag -Il

_File Seg# LDEV# GI-C-R-W-5 PI-C-R-W- R-Time
EEEUE E E

E 5

Restore Operation

This section shows the restoration procedure when an application in the ARO cluster is affected by ransomware. Restore

operation is performed in Red Hat OpenShift cluster in AWS.
1. Create a project “druapps” in OpenShift cluster in AWS.
2. Create a PV for snapshot volume 00:00:D2.

a. ldentify the volume handle string for the snapshot volume 00:00:D2. The volume handle string for this volume is

“60060e80089c5¢0000509¢5c000000d2--spc-38105307cc”.

b. In the string, the volume ID is “00d2” and the volume name is “spc-38105307cc”. The volume name is automatically

assigned by HSPC.

c. Create a manifest file for PV using the volume handle string. This ensures that storage class does not dynamically
create a new volume; instead, it uses the existing volume for preserving the snapshot data.

d. From the Red Hat OpenShift console, navigate to Storage, click PersistantVolumes, and then click Create
PersistentVolume. In the Create PersistantVolume menu, populate the YAML file with the required information and

click Create.

Create PersistentVolume

Create by manually entering YAML or JSON definitions, or by dragging and dropping a file into the edito
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e.

f.

g.

Verify whether the PV is created as per manifest.

Create PersistentVolume

PersistentVolumes

Created |

@ Aug 21,2023, 7:56 AN

Name. Status Claim Capacity Labels

@ drusnepshotpy Available @ crusnepshotpvc

Create a manifest file for PVC using the PV which you created. From the Red Hat OpenShift console, navigate to
Storage, click PersistantVolumeClaims, and then click Create PersistentVolumeClaim. In the Create
PersistantVolumeClaim menu, populate the YAML file with the required information and click Create.

Project druapps =

Create PersistentVolumeClaim

Create by manually entering YAML er JSON definitions, or by dragging and drepping a file into the editor.

Verify whether the PVC is created as per manifest.

Project druapps

PersistentVolumeClaims
T v e

Name status Persistentuclumes capacity Used Storageclass

Pr— P Pop— - @

3. Create a cascaded snapshot from the volume 00:00:D2.

a.

55

From the Red Hat OpenShift console, navigate to Storage, click VolumeSnapshots, and then click Create
VolumeSnapshot. In the Create VolumeSnapshot menu, enter the required information such as PVC, Snapshot
Name, and Snapshot Class, and click Create. Select the PVC you created in step 2.

Project: druapps =

PersistentVolumeClaim details

Create VolumeSnapshot Edit YAML Name
@B crusnapshotpie
PersistentVolumeClaim *
nanehof! Namespace
drusnapshotpvc -
@D crusnapshety @ druspps
Status
] ® Bound

Volume mode
Filesystem

© Hitachi Vantara LLC 2024. All Rights Reserved
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b. Verify whether the cascaded volumesnapshot is created.

Project: druapps ~

Create VolumeSnapshot

VolumeSnapshots

Y Fitter = Name w  Sea

Source Snapshot content VolumeSnapshotClass

- B sneps

Name Status Size

@ dusnaponsnap © Resd 200 6iB @D crusnepshotove Pusc)

c. In Storage Navigator, verify whether the cascaded volume 00:00:D3 is created successfully.

History
Copy Type: TI v 1 i1
|| &Fiker | on 923 5
Frimary Volume S5econdary Volume . )
Date and Tima Ry Pool 1D Diff Compare Volurmne CEEEL A Sermiztem
LDEV 1D Provisioning Type | LDEW ID. Provisioning Type | ©E Code
2023/08/21 08:02:102 000002 oP 00:00:D3 oP 3 1) 2011 PEUS
2023/08/21 08:03:01 00:00:D2 DR 00:00:D2 DR 2001 PAIR
The DRU attribute is not set on the new cascaded snapshot volume 00:00:D3.
[root@linuxnfscl? etcl]# raidvchkdsp -g grpl -fd -v gflag -Il
Group FPairVol Device File Seg# LDEV# GI-C-E-W-3 PI-C-E-W-5 E-Time
grpl paird Unknown 540028 211 EEEEE EEETETE 4]

[root@linuxnfscl? eccl#

4. Use the snap-on-snap volume to create a clone volume to restore the application.

a. Create a project “drusnaponsnap”.

b. Create a manifest file for PV using the volume handle string of snap-on-snap volume 00:00:D3. This way, storage
class does not dynamically create a new volume; instead, it uses the existing volume for preserving the snapshot

data.

c. From the Red Hat OpenShift console, navigate to Storage, click PersistantVolumes, and then click Create
PersistentVolume. In the Create PersistantVolume menu, populate the YAML file with the required information and
click Create.

Create PersistentVolume

Create by manually entering YAML or JSON definitions, or by dragging and dropping a file into th

d. Verify whether the PV is created as per manifest.

PersistentVolumes

Create PersistentVolume:

Name Status Claim Capacity Labels Created

@) crusnaponsnopp Avaiable @ crusneponsnappuc @ rug2

e. Create a manifest file for PVC using the PV created in step 4. From the Red Hat OpenShift console, navigate to
Storage, click PersistantVolumeClaims, and then click Create PersistentVolumeClaim. In the Create
PersistantVolume menu, populate the YAML file with the required information and click Create.

56 © Hitachi Vantara LLC 2024. All Rights Reserved



Building Mobile and Resilient Containerized Applications in a Hybrid Multi-Cloud Environment

h.

57

Project: drusnaponsnap -

Create PersistentVolumeClaim

Create by manually entering YAML or JSOM definitions, or by drag

ng and dropping a file into the

[T B TR KR

o~

w

Verify whether the PVC is created as per manifest.

® Hitachi Vantara

Project: drusnaponsnap +

PersistentVolumeClaims
Thiter - Name ~

Name Status PersistentVolumes. Capacity Used StorageClass.

@D crusnaponsnappr © Bound @ s 20068 - B

Create a clone PVC using the snapshot PVC created in step 4e as dataSource. From the Red Hat OpenShift console,
navigate to Storage, click PersistantVolumeClaims, and then click Create PersistentVolumeClaim. In the Create
PersistantVolumeClaim menu, populate the YAML file with the required information and click Create.

Project: drusnaponsnap =

Create PersistentVolumeClaim

Create by manually entering YAML or JSON definitions, or by dragging and dropping a file into the editor.

Verify whether the clone PVC is created.

Project: drusnaponsnap =

PersistentVolumeClaims
Triter v nme v
Name status PersntentValumes capacity Used Storageclass
@ Bound 441 00 GiB @ sc
(Pvc) e @ n 00 GiB @3 scvzp5200
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a.

Creating the PVC also creates a persistent volume. Verify the YAML of this persistent volume. In this scenario, the
volume ID is 00:D6.

me: Persis: Violume details

@) pvc-6076ee41-dccs-44bf-bef6-5426f1af05¢1 @ soune

Details YAML

In Storage Navigator, verify whether the clone volume 00:00:D6 is created successfully.

Copy Type:

TI -

T ory (Page.1)

[EST o

Primary Volume Secondary Volume " o "
Date and Time nrrer Pool 1D Diff Compare Yalume EZ“"‘" 19" Description
LDEY ID Provisioning Type | LDEY ID Provisioning Type | UMt Code
2023/08/21 0931118 o000 D3 oP 00:00:DE DP 3 1] - 2092 CLOME EMD
2023/08/21 09:27:34 o0:00:D3 DP 00:00:D& DP 3 o - 2091 CLOME START
2023/08/21 09:27:33 000003 DP 00:00:D6 | DR 3 a - 2001 PAIR

Restore the MySQL application in AWS using the clone PVC.

Create a MySQL service. From the Red Hat OpenShift console, navigate to Networking, click Services, and then

click Create Service. In the Create Service menu, populate the YAML file with the required information and click
Create.

Project: drusnapensnap

Create Service

Create by manually entering YAML or JS

ns, or by dragging and

pping a file into the editor
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b. Verify whether the MySQL service is created.

Project: drusnaponsnap v
Name Labels Pod selector Location
©:= Qs

c. Create a MySQL statefulset application. From the Red Hat OpenShift console, navigate to Workloads, click
StatefulSets, and then click Create StatefulSet. In the Create StatefulSet menu, populate the YAML file with the
required information and click Create. In the volume section, use the claim “drusnaponsnapclone” which you created
in step 4g. This ensures that the MySQL application uses the clone PVC for persistent data.

Project: drusnaponsnap

Create StatefulSet

Cre

y manually entering YAML or JSON definitions, or by dragging and dropping a file into the editor.

ok W R ® W

]

WO oW oW W W

d. Verify whether the statefulset is running.

Project: drusnapor

Details Metrics AML Pods  Environment  Events
Y rilter am m
Name 1 status Ready Restarts Node Memory cPu Created
@ czapps3-0 & Running i 0 @ ip-10-77-28-154 us-west- @ Aug 21,2023, :41AM

© Hitachi Vantara LLC 2024. All Rights Reserved



Building Mobile and Resilient Containerized Applications in a Hybrid Multi-Cloud Environment

60

e.

g.

® Hitachi Vantara

Log in to the pod azapps3-0 and verify whether the 200 GB persistent volume is mounted on “/var/lib/mysql”.

Project: drusnaponsnap

Fod deta:

@ azapps3-0 2 ruming

sh-4.2§ df -h
Filesystem size
overlay 100G
tmpfs 64M
tmpfs 7.86
shm 641
tmpfs 7.86
/dev/nvmeanlpd 106G
Jdev/sdf 1966
tmpfs 156
tmpfs 7.86
tmpfs 7.86
tmpfs 7.86
sh-4.2% |

@ 7.8G

@ 7.8G
@ 7.8G
@ 7.8G

Avail Use% Mounted on
726 29% /
64M  @% /dev

o% /sys/fs/cgroup

B4M

7.7G

726

186G

156 1% /run/secrs

e% /proc/acpi
e% /proc/scsi
o% /sys/Firmeare

cubernetes. io/serviceaccount

Log in to MySQL and verify whether the database “devmysqldb” is available.

Project: drusnaponsnap

Pod details

(@ azapps3-0 & ruming

| information_schema |
| devmysqldb |
| mysql |
| performance_schema |

my's

Database changed

Terminal

Reading table information for completion of table and column names
You can turn off this feature to get a quicker startup with -A

Project: drusnaponsnap  «

Pod deta

| Prabin Barman |
John Thangli

I
3 | Juliana K
| Firoz Akhtar
| N Reddy
+
5 rows

mysqls>

@ azapps3-0 & running

Environment 0gs Events Termina

jthanglifadd.com |
jkiadd . com
fakhtar@add.com
nreddyfiadd .. com

Verify whether the ingested data from Azure RedHat OpenShift cluster is available here.
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h. Verify whether HSPC automatically creates an iSCSI target on port CL1-C and mounts the clone volume 00:00:D6.

2309d0f2d3f1a4d8d807b1fdf32 (

00 [Standard]

iSCSI Target Aliss =pc-32309d0f2d3f1 a4d8dB07b1fdf32 (0C) Host Mode

ISCSI Target Name ian.1994-04.ip.co-hitachitrsd.r30.£.40028. 1c00¢ Port Security Enabled

Port 1D cLi-c Authentication Method Comply vith Host Setting
Mutual CHAP Disabled

virtua| Storage Machine VSP 53200, 3600 / 40028
User Name

Hosts | LUNs  Host Mode Options | CHAP Users
Selectzd: 0 o

2Filer [[E00 OFF| [ Select All Pages| Column Settings Optionsw |(1€][€] 1 /1[5

Capacity Used Capacity
apacity sed Capacity Capacity Saving | Pr

[/ port 10 LUK 1D LDEV 1D LDEV Name Pool lzme Emulstion Capacity Saving
(12) Type Total Reserved | Used 1v  Used (%)  Tier 1 Tier 2 Tier3 s Ty
L] euic & ss 00:00:D6 spc-cicd707zde dr_pool(0) OPEN-V CVS | 200.00 GB 0.00 GB 5.31 68 4 Disabled Dissbled o

i. Delete the snap-on-snap PV (drusnaponsnappv) and PVC (drusnaponsnappvc) created in step 4c and step 4e.
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