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VMware vSphere Virtual Volumes (vVols) with Hitachi Virtual
Storage Platform

Quick Start and Reference Guide

This is a quick start guide for existing Hitachi Virtual Storage Platform (VSP) customers to set up their first VMware
vSphere virtual volumes (vVols) environment.

This document describes the steps required to set up a vVols environment. The document assumes a greenfield
environment with part 1 focusing on storage administrator actions, and part 2 for vSphere administrators. The vSphere
administrator can skip to “Part 2. VMware vSphere Administrator — Set up Hitachi Storage Provider for VMware vCenter”
on page 13.

Figure 1 shows the vVols architecture with Hitachi VSP series.
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The Hitachi Storage Provider for VMware vCenter (VASA Provider) is deployed as an appliance virtual machine, similar to
a vCenter or NSX appliance, into a management cluster. A single Hitachi VASA appliance can manage multiple arrays and
connect with multiple vCenters to reduce management overhead.

The following are the prerequisites for a for a VMware vSphere vVols setup:
®=  Physical or VM-based SVP storage management node.

=  Preferably a separate or a shared storage resource group. A meta resource group can also be used. (although a meta
resource group can be used).



One or more new or existing parity groups for HDP/HDT pools.
One or more new or existing HDP/HDT pools.

An HTI pool, for snapshots or clones, if using HDT pools.

A dedicated storage user account with - admin privileges.

IP address/FQDN for Hitachi Storage Provider for VMware vCenter.

This is an outline of the high-level procedure:

Part 2

Part 1: Storage Administrator

[Step1]: Hitachi Storage Navigator: Create storage pools

2

[Step2]: Hitachi Storage Navigator: Create a resource group and register pool and LDEV 1D

A

[Step3]: Hitachi Storage Navigator: Create a y\als administrator user account

v

[Step4]: Hitachi Storage Navigator or plugin: Create PE(ALU) and present it to ESXi hosts

: VMware vSphere Administrator (Storage Admin guidance for profiles)

[Steps]: vSphere Client: Deploy Hitachi Storage (VASA) Provider OVA

2

[Step6]: Configure Hitachi Storage Provider (storage, systems/storage, container/profiles)

v

[Step7]: vSphere Client: Register Hitachi Storage (VASA) Provider

A

[Step8]: Verify PE is available and visible

v

[Stepd]: vSphere Client: Create a New y\n| Datastore and Deploy a Test VM

v

[Step10]: vSphere Client: Create a Test VM to Verify y\ol Operation

2

[Step11]: Create VM Storage Policies

\:

[Step12]: vSphere Client: Deploy Vs with SPBM

\

End



Part 1. Prepare Storage

To prepare storage for vVols, the storage administrators must run these procedures. Administrators can create a

separate dedicated resource group for vVols or they can use the default resource group meta resource. The next
steps is to create and present a PE/ALU to ESXi hosts. Note that both vVols and VMFS datastores can share the same

resource group.

If resource group is already created, you can skip to "Step 4. Create a Protocol Endpoint and Add it to ESXi Hosts" on
page 11

The resource group for vVols contains the following:

- One or more dedicated dynamic pools (storage pools using HDP and/or HDT).
®  Dynamic provisioning pools cannot be shared with different resource groups.
u LDEVs for vWols and LDEVs for VMFS datastores can co-exist in the same pool.
. An optional Hitachi Thin Image pool

®  If no Thin Image pool is added to the resource group, then the vVol snapshot images will be stored in the
dynamic provisioning pool.

= LDEV IDs reserved for future vVols creation.


https://knowledge.hitachivantara.com/Documents/Adapters_and_Drivers/Storage_Adapters_and_Drivers/VMware/Storage_Provider_for_VMware_vCenter_(VASA)

Step 1. Create Storage Pools

Log in to Hitachi Device Manager Storage Navigator. After entering the IP address of the Hitachi Virtual storage Platform
(SVP) in the browser, you need to change the ending URL from index.do to emergency.do as shown in the following
figure. You can create a dedicated storage pool for vWols or reuse an existing storage pool. To create a new pool, click
Create Pools.

1. Log in to the Hitachi Device Manager Storage Navigator.

After you enter the IP address of the SVP in the browser, change the ending URL from index.do to emergency.do, as
shown in the following figure. You can create a dedicated storage pool for vWols or reuse an existing storage pool.

2. Click Create Pools to create a new pool.

C @ Notsecure | 172.25.47.112/sanprojec

‘emergency.do

Hitachi Device Manager

L File Actions Reports Settings

Explorer Pools

Storage Systems R900 NVMe ASE-47.112 G10{S/N:30535) > Pools

[] RO00_NVMe ASE-47.112 G10{S/N:31

ﬁ@ Tasks

Dynamic Provisioning (DP)
W Reports Paaol Capacity Used/Totzl 441,45 GB/ 5.57 T

L '?fg Components [4 %]

4 rf'. Parity Groups Estimated Configurable 4455.62 TR
8 Logical Devices V-\OL Caparity Allocated/Total 16.00 TB / 16.00 TB

'rf% Pools [100 %]
1 ac
{‘-’iGDId—" RAIDE-Pool{0) Estimated Configurable 448509 TR
Licensed Capaci Used/Licensed 5.57 TB / Unlimitad
(& silver-10k-External-Pool(1] i i )
MNumber of Pools 2 (Max Allowead: 128)

* [i% Ports/Hast Groups{iSCSI Target

2 E"ﬁ External Storage p
L9

Is
* &% Replication
Create Pools Create LDEVs Expand Pool m

| shiter || ON 453 | Select all Pages|| Column Settings|

ar of Y ar of V- d ar of

L Poal Name Status I‘xum:v._ro Number of W I‘um:\IrD

Pool WOLs WOLs Root WOLs
Analytics L @ cod-nvm.. @ Horma 4 10 o
Administration LI @ siver-10... | @ Mormal 1 0 o
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Select Dynamic Provisioning for Pool Type.
4. Click Select Pool VOLs to select LDEVs to construct this storage pool.

In the following example a few basic LDEVs are already created from parity groups. Add these LDEV IDs to the
resource group for vWols later.

5. Click Finish to create a pool.

Create Pools

1.Create Pools = 2.Confirm

This wizard lets you create pools for Dynamic Provisioning, and Thin Image. Enter the information for the pool you want to create, and then click Add.
Click Finish to confirm the creation, or click Next if you want to create LDEVs (virtual volumes) from the pools.

. Selected Pools
ol Type: v
Select All Pages| Options w
System Type: (&) Open Mainframe
N Pool Name (ID) RAID Level Capacity Pool Type Drive Type/RPM
Multi-Tier Pool: (9] Enable (O] Disable u
Active Flash L] cold-nvme-r... 5{3D+1P) 5277.72GB | DR SSD,FMD/-
Data Direct Mapping: () Enabls  (a) Disable
Pool Volume Selection: () Auto (O] Manual
Drive Type/RPM: | Mixable v
RAID Lavel: _Mixable Zal
Select Pool VOLs Add p
Total Selectad Pool Volumes:
Total Selacted Capacity:
Enable Accelerated Compression for FMD parity group
|
Paol Name: I Gold-NVMe-RAIDS-pool I
(Max. 32 Characters)
¥ Options
— >
Dietail Remove Selected: 0 of 1

Next Task Option : Continue to Create LDEVS 4 Back

Optionally you can create a Thin Image pool for VM-based snapshot images. This allows the snapshot images to be
stored in a separate Thin Image pool rather than in the vVols storage pool that was already created.



Use the default pool to share the same pool for data and snapshots. Use a dedicated pool to manage the snapshots and
data separately.

Create Pools

1.Create Pools = 2.Confirm

This wizard lets you create pools for Dynamic Provisioning. and Thin Image. Enter the information for the pool you want to create, and then click Add.
Click Finish to confirm the creation, or click Next if you want to create LDEVs (virtual volumes) from the pools.

Poo! Type I I .

System Type: (=) Open Mainframe
Pool Name (ID) | RAID Level | Capaci Foal Ty Drive Type/RPM
Multi-Tier Poal: Enable  (a) Disable L) Post hame (o) = P e i TR
Active Flash ]| vValsTl-pool... | 5(2D+1P) 5277.72GB | TI SSD,FMD/-

Data Direct Mapping: Enable Disable
Pool Volume Selection: Auto (O] Manual

Drive Type/RPM: | Mixable A

RAID Level: | Mixable =)

Select Pool VOLs | Add I
Total Selected Pool Volumes:

Total Selected Capacity:

Enable Accelerated Compression for FMD parity group

Poal Name:

(Max. 22 Characters)

¥ Otions




Step 2. Create a Resource Group

You can skip this step if are using the meta_resource group or an existing resource group.

1. To create a dedicated resource group for vVols, click Create Resource Groups.

Hitachi Device Manager storage Na

L) File Actions Reports Settings

Explorer Resource Groups

Storage Systems Resource Groups

Analytics

Number of Resource Groups

Administration

" Resource Groups
* % User Groups P

' Resou
¥, R rce Groups : Edit Resource Group Delete Resource Groups

* [ Cache Partitions

Select All Pages|| Column Settings|

'ﬁ, Encryption Keys

n Resource Group Number of User Number of Number of
& License Keys L name Groups Parity Groups LDEVS

L] §¥ HDIDProvisic... 7 o o

L & meta resource ) 4 65280

2. Click Select LDEVs to add LDEVs into this resource group.

Create Resource Groups

1.Create Resource Groups > 2.Confirm

This wizard lets you create resource groups. Click each buttan to select parity groups, LDEVs, ports, host groups and iSCSI targets to be added to the re

] Selected Resource
Resource Group Name: I WWols-RG I
(Max. 32 Charactars) Select All Pages
Resource Group
Parity Group Selection: | Name (109

Select Parity Groups

Total Selected Parity Groups: o

LDEV Selection:

Select LDEVs

Total Selected LODEYs: o
Port Selection:
Add ¢
Salect Ports
Total Selected Ports: o

3. Add all the LDEVs that are associated to the storage pools.

This ensures that Hitachi Storage Provider for VMware vCenter uses only these pools in this resource group.



For example, storage pools Silver-10k-External-Pool, Gold-NVMe-RAID5-pool, and vVols-TI-pool are added to
this resource group, as shown in the following figure.

Select LDEVs

Salect LDEV(s) from the Available LDEVS list. Click Add to add the LDEV(s), and click OK.

Available LDEVs Selected LDEVs
Losersw Jl€][€) 1 165 [3]BY Select Al Pages
]| wevD LDEV Name f;”t“ Group | pool Name(ID) Capacity a ] pEvID LDEV Mame

000000 | exbost0jc | E14 | SiveriOcEstmmabm.. | 2048.00GB

L || ©0:00:02 JC-HUR-]... = Gaold-NvMe-RAIDS-Foo... 500.00 GB

w0005 Mo Tpeols) | mes0e

00:00:04 Gold-NVMe-RAIDS-poo... | 2312.28 GB
] 0005 ool | 22000

]| oo:00:08

L | oo:00:07 - = = -

]| co:o0:0s - - - -

L] oo:00:08 VVOL-ALUL | - - 0.04 GB Add b

]| oo:00:0a - - - -

|_| 00:00:0B = = = = 4 Remove
]| oo:00:0c - - - - I—J

You must reserve a range of LDEV IDs for future vVols creation. In the following example, the entire last page of
LDEVs are added to this resource group. Each VM takes at least three LDEVs. Add more LDEVs as your vwols
environment grows.

Select LDEVs

Select LDEV(s) from the Available LDEVs list. Click Add to add the LDEV(s), and click OK.

ilable LDEVs

Lo [EE)  (Sslectall Pages) [optionsw Jie][€] o5 768 [3]

Parity Group
D

LDEV Name Poal Nama(10) Capacity Provisig LDEV Name f;”"“’ GrouP | pool Name(ID}

Type

I Selected: 276 of 65276'




Step 3. Create an Administrator User Account for vVols

After the resource group is created, create a dedicated user for vVols operation.

1.  Go to Administrator User Group and click Create User.

Hitachi Device Manager storage Navigator

— File Actions Reports Sattings View Tool

Explorer Administrator User Group
Storage Systems User Groups > Administrator User Group

Analytics

Number of Roles

Administration Mumber of Resource Groups

- F":" T s Number of Users

- — User G T
"3 Administrator User Group AR RS

- All Resource Groups Assigned
" Audit Log Administrator [\

"3 Audit Log Administrator (\ | | yucare [Roles | Resource Groups
™. Security Administrator (Vi

St it e ==
"% Storage Administrator (Vi #Fiter || on 038 [ Select All Pages|| Column Settings|
™% Storage Administrator (Vi

L User Name 1a | Account Status
*%: Support Personnel Group
"% System User Group [ 9 admin Enabled
i jch Enablad
* [, Resource Groups (. g JeL=y mabla
[ %3 maintenance Enabled

*[Z cache Partitions

2. Create an account named vVols-user.
=  Select the Enable option to enable the account status.
= Select the local authentication type.

=  Enter the password and reconfirm the password.

3. Click Confirm to create the administrator user account.



Create User

1.Create User *> 2.Confirm

Set values for the new user account and click Finish to confirm.

User Name: viols-user

[Max 256 Characters)

Account Status: | Enable L) Disabla

=)
Ly

Authentication: (L] Local ) External

Password: FETEETEE

(6 - 256 Characters)

Fe-enter Password: FEFEXEEF

Note — If multiple VASA Providers are connecting to the storage, create a separate user account or each VASA
Provider for tracking purposes. For example, vVols-user2.
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Step 4. Create a Protocol Endpoint and Add it to ESXi Hosts

In VSP storage, a Protocol Endpoint (PE) is called an Administrative Logical Unit (ALU).

1. To create an ALU/PE, go to the General Task panel in the left-bottom of the Hitachi Device Manager Storage
Navigator screen, and click Create LDEVs.

Hitachi Device Manager ¢

File Actions Reports

VSP5500 NVMe ASE-47.112 G10(S/N:20595)

VSP5500_NVMe ASE-47.112 G10({S/N:30595)

" WSPS500_NVMe ASE-47.112

ﬁ'@ Tasks

Storage System Mame VSP3500_NVMe ASE-47.112 G10

Storage System Type WSP 53500H
Serial Number 30595
[, Parity Groups IP Address 172.25.47.112
rI'f;pi':L-:-gil:al Devices Contact

Location

Allecation Summary

*[# Replication Internal/External ;| Total || Open/Mainframe: | Total B3

Physical Summary

Allocated
’ Reserved E Used OP Pool
m Unused DP Pool
E Other
Available Space __| Unallocated
Eh E Free Space
L Physical Total
Analytics Virtual Summary
Administration DP Allocated
w DPF Unallocated
General Tasks Other
Virtual Total

l'ﬂ Create Host Groups

Software

' Create LDEVs

Select ALU in the Provisioning Type field.
3. Enter the value 1 in the Number of LDEVs field.

You only need one ALU per storage system for approximately 16,000 vVols based on current vSphere limits.
4. Enter the LDEV name in the LDEV Name Prefix field. For example, VVOL-ALU1.
5. Click Add to add the ALU to the host group.

11



Create LDEVs

1.Create LDEVs > 2.Confirm

This wizard lets you create and provision LDEVs enter the information for LDEVs you want to create, and then click Add. Click Options to expand the LD
Click Finish to confirm the creation, ar click Mext if you want to add LUN paths for the LDEVs.

Provisioning Type: l ALY " J
Szlect All Pages
Mumber of LDEVs: 1 L] LDEVID
[(1-64)
LDEVY Mame: Prefix Initial Number

(Max. 32 characters total including masx. 9-digit number,

or blank)

¥ Options

Add (-\

6. Continue to assign the ALU to host groups for ESXi hosts, just like a regular LUN. Ensure the host groups have Host
Mode 21 [VMware Extension] with 63 and 114 as the host mode options.

Note — The host mode option 54 is optional, as the older VAAI plugin has been removed. Option 54 is no longer
required, and is ignored.

Create LDEVs

1.Create LDEVs > ol JEVs > 3.Select Host Groups [ iSCSI Targets > 40 /Change LUN Patl * 5.Confirm

Select host groups from the Available Host Groups list, and then click Add. If you want to add iSCSI targats, selact iSCSI from Selaction Object, selact iSCSI targets from the Available iSCSI Targets list,
and then click Add. Click Next to map the host groups or iSCSI Targets ko LUN paths.

Selection Object: (O] Fibre iSCSI
Host Groups:

ot o Grops
| aFiker || on JER | select All Pages| Lostionsw J(ie][€] 1 71 [+][3]
]| portm g::v’l“:i':;’ 25 PoSLSISUP 14 | HastMods B e [ Pt Host Group Name | Host Mode o e part Security | |41
= 7 | 70-Goo (00) 00 [Standard] Bidiractio...
] 2 | sa-soo (oo) 00 [Standard] Target
ol 4 | 28-G00 (00) 00 [Standard] Target
= & | 8c-G00 (00} 00 [Standard] Target
[ g | &D-GOO (00) 00 [Standard] Bidiwectio...
(] 2 ds120-4330-hba... 21 [WMware ... Target £ F"
] 1 ds120-4530-hba.. | 21 [VMware..  Target —
(] 2 ds120-4591-hba... 21 [WMware ... Target 4 Remove
u 1 ds120-4591-hba... 21 [VMware ... Target
(] 4 ds120-4592-hba... 21 [VMware ... Target
(] 3 ds120-4532-hba... 21 [VMware ... Target
(] 4 ds120-4533-hba... 21 [VMware ... Target

3 ds120-4593-hba... 21 [VMware .

I
et s | 2t e ||
Cetecrin | ot e ||
rreceinoc | e ||
‘

Back Next | Finish Cancel
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Part 2. VMware vSphere Administrator - Set up Hitachi Storage Provider for
VMware vCenter

Step 5. Deploy Hitachi Storage (VASA) Provider OVA

Hitachi Storage Provider for VMware vCenter is deployed from an OVF template. You can download the latest OVF file
from Downloads Detail - Support | Hitachi Vantara.

This virtual machine is typically deployed into the vSphere management cluster where the vCenter Appliance (VCSA) is
deployed. You can also deploy this virtual machine to any vSphere environment as long as it has a network access to the
VSP storage. Ensure that the virtual machine is deployed into a High Availability-enabled vSphere Cluster, which is
configured by default, to provide the first level of availability. (You can also deploy this virtual machine as a fault tolerant
virtual machine to ensure high availability). Hitachi Storage Provider for VMware vCenter is typically deployed into a
vCenter Management cluster.

1. Ensure that you have a VMFS or vSAN datastore available to deploy the VASA Provider.

Note — You can create VMFS datastores using the Hitachi vCenter Storage Plugin or any other integrations that are
available such as, PowerShell cmdlet or vRealize Orchestrator workflow.

vSphere Client Menu v

g 9 0 10.76.46.39 | actionsw

76.46123 Summary Monitor Configure Permissions VMs Datastores Networks Updates
DatacenterB
1 clusters
H 10.76.46.39
Ij 10.76.46.40 Name 1 ~ Status ~  Type ~ Datastore Clu... ~ Capacity
& Win-Reg-DS =l local-c4-b3 ~/ Normal VMFS 6 2315GB
I & vsP5500-LUNT I +/ Normal VMFS 6 2T

Deploy OVF Template

+ 1Select an OVF template Select a name and folder

_ Specify a unigue name and target location

3 Select a compute resource
Virtual machine name: HitachiStorageProvider 03.6.0-00)

A Review details e ERE AR e SR T

Select a location for the virtual machine.

N g 10.76.46.123
> DatacenterB

13


https://support.hitachivantara.com/en/user/answers/downloads/downloads-detail.html?d=VMware%20Adapters&pptype=Hardware%20Components

2.

Assign an IP address/FQDN to the storage provider VM and complete all other required information.

Deploy OVF Template

+ 1 Select an OVF template Customize template
+ 2 Select a name and folder Customize the deployment properties of this software solution.
+ 3 Select a compute resource
v 4 Review details (D 4 properties have invalid values it
+ 5 Select storage
v 6 Select networks « Network Configuration 5 settings

7 Customize template

8 Ready to complete IP Address Enter the IP address for Storage Provider

10.76.46.168
FQDN Enter the FQDMN for Storage Provider. Type "-" if

you don't set up the FQDM.

hitachi-vasa-b.hvilab.local

DMNS Server Enter IP address of your DNS Server
10.76.46.10
Gateway Enter IP address of your default Gateway
10.76.461
Netmask Enter Netmask for this interface
255.255.255.0 -

Note — Generally, the SSO Server domain and the domain you log in to for the vSphere client are the same in the test
environment. For example, vsphere.local. However, the template gives you an option to specify different domains.

14



Deploy OVF Template

IOM-Un Server

+ 15elect an OVF template
10.76.46.123
+ 2 Select a name and folder
¥ SSslsctaitommie e HTTPS Port Enter the HTTPS Port Number for vCenter S50
+ 4 Review details Sarver
+ 5 Select storage
+ 6 Select networks 7444

7 Customize template ) ) _ _ ) )
Single Sign-On domain Enter the Single Sign-On domain name for

8 Ready to complete

name vCenter S50 Server
vsphere local
-~ System Configuration 3 settings
Domain Name Enter your domain ex: co.eng.devhitachi.com
hviocal
Host Name Enter host name for this VM

hitachi-vasa-b

NTP Enter NTP server : recommended for production

environments

10.76.46.1

-

CANCEL BACK NEXT

Step 6. Configure Hitachi Storage Provider for VMware vCenter

1. After the virtual machine is deployed and powered on, open a browser and enter the following URL to access the
Hitachi Storage Provider for VMware vCenter web interface

https://VASA-Provider-IPAddress-or-FDAN:50001/

Note — Ensure that you add https at the beginning of the URL, and port 50001 at the end of the URL.

15


https://VASA-Provider-IPAddress-or-FDQN:50001/

2. Log in with vCenter SSO credentials.

&« c A Not secure [ hitachi-vasa-b.hvlab.local:50001fFemmonlandingPage/Views/Frames/LocalLoginFrameNonSetupView.jsp?LN

Hitachi Storage Provider for VMware® vCenter™

03.6.0.3250

User : administrator@vsphere loc:

Password :

Setup
Hitachi Storage Provider for VMware vCenter - block compenent 03.6.0.3250 Welcome to administratori@vsphere.local

Management Manage Storage

R R Physical Storage

Manage Storage Containers

= Storage System: ¥ || contains * GO || OFF
Capability Schema
Physical Storage Systems
Replication Groups

Add Storage Systems

4. Select a Storage System Type and enter the SVP IP address.

5. Enter the vWols user name and password that you created earlier.

Add Storage System
Storage System Type : | VSP G2000/5100/5500/5100t »
SVP IP address ;| D —
UserID : vVols-user

Password : |

=D

16



6. Click Reload to update the progress until the storage system is added successfully.

You can add multiple storage systems into the same VASA Provider.

Setup 10.76.46.168:50001 says
[1B303021]

itachi Storage Provider for VMware vCenter - block component 03,6 Rl e e s e S e

Help Aboui Logout

systems.
Management Manage Storage Syste n
e Physical Storage |y
Manage Storage Containers
— v lis v oN || oFF 00T W < |page| 1//]1 60 » ]
Capability Schema
- Physical Storage Systems

I — Storage Systems|Model Type(SVP IP Add | guration Manager REST API Server IP Address (Serial Number Microcode|Status|Last Update

UpiteSarvars CEEETED ( e e )

7. Create a storage container.

There is a one-to-one relationship between a vVol storage container and a storage resource group.

8. Select Manage Storage Containers under Management, and click Create Storage Container.

Management Manage Storage Containers

i | page [ 1111 eo
Manage Storage Systems 5

Manage Storage Containers

Capacity | Logical Capacity Snapshot Capacity

Capability Schema Eolmal o | e L mnl [ e | e S

Change Credentials Create Storage Container

Update Software

=  Provide a name for this storage container.

" Select a storage system.
=  Select a resource group. The available storage pool is listed in the Capability Profiles table.

= Select an undefined pool and click Define Profile.



Create Storage Container
Specify information about the storage container.

Specify information about the storage container and resource group.
Name : vsp5500-CS

Description : input storage container description.

Storage System : RAID900_30595 v

Resource Group : vVols-RG v

EiGC 8 (Optional) Specify a port for the dummy host group creation. The port selection is required for VVol replication.
Paort for Dummy Host Group : Select Port v

Specify a capability profile for the DP pool that exists in the storage container.

Capacity(Free/Total) - OMB J OMB
Logical Capacity(Free/Total) : OMB / oMB
Snapshot Capacity(Free/Total) - 5.15TB / 5.15TB
Capability Profiles
S Capacity Logical Capacity
Name Description Pool Pool Name Pool Type Total e Total Erge
# Rundefined) DP 2 Gold-NVMe-RAIDS-pool |HDP 515TB |5.15TB |= =
undefined) DP 1 Silver-10k-External-Pool (HDP el 00TE ?MB - o
Define Profile | § )
N

The system needs a profile for each pool. You can provide temporary values and complete the profile at a later point
in time.

The following example shows an initial profile used to create a storage container. You can complete the storage
profile for production use cases after testing the VM deployment.

Define Capability Profile
Specify the name and provide a description of the capability profile, and then select the capabilities to be registered .

Name Tier 1 Profile

Description : [input profile deseription

Managed Capabilities |
I Performance IOPS - class Tierl_IOPS V)=

Performance Latency - class

Availability - class

Cost - class

Recovery by Virtual Infrastructure Integrator

Snapshot Backup Importance - Class

Auto-generated Capabilities

| Drive Type/Drive Speed 88D Deduplication
I Pool Type HDP ¢ Compression
# RAID Level RAID5(3D+1P) =

¥l Encryption No =

¥l Snapshot Yes

18



Step /7. Register Hitachi Storage Provider for VMware vCenter

1. Log in to the vSphere Client and select vCenter.

2. Under the Configuration tab, click Storage Providers, and then click Add.

vm vSphere Client

g8 9 f3 10.76.46.123 | AcTions~

—_

£d 10.76.46.123 sum... Mo.. Confi... Permis... Datace... Hosts & C.. V.. Datas...

v DatacenterB

N Clusters w Sefings =+ Add E3 Synchronize Storage Providers
General
Ij oresess : = Storage Provider/Storage Sys.. v | Status v | Activ. ¥ | Pric
0 10764640 Licensing
\ay 4 |OFILTER Provider 10.76.46.39 Online
g HitachiStorageProv.. Message of the Day
Advanced Settings 5e31e303-fea3-7484-dd53- N ]

31 Win-Reg-D5

Authentication Proxy
B 4 |OFILTER Provider 10.76.46 40 Cnline

vCenter HA
5e32059%e-200l4-1742-33a3.. Active 1
- Mare
Alarm Definitions 4 WMware vSAN Online

Scheduled Tasks

Key Management Serv.

ISturageF’roviders I -

3. Provide the following information:
. In the URL field, enter https://VASA-Provider-IP-or-FQDN:50001/version.xm]l

For example, https://vphost.xyz.com:50001/version.xml or https://10.76.46.120:50001/version.xml
®=  Inthe User name field, enter the vCenter user name in the format shown in the following figure.

= In the Password field, enter the vCenter password.
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New Storage Provider @ 10.76.46.122 X

MName Hitachi VASA

URL https:ffhitachi-vasa-b_hviab local: 50001/ versiot
ser name vsphere localadministrator

Password

lJse storage provider certificate

CANCEL

The following message might appear. Ignore this message and proceed.

Security Alert X

Unable to verify the authenticity of the specified host.
The SHAT1 thumbprint of the certificate is:

8B:42:DA'AB:62:9A:55:C4:4CEC:EF:55:6C:34:79:C6:0D:EB:VEC3
Issuer:CN=Storage Provider for VYMware vCenter,OU=5torage, O=Hitachi,C=US
Subject:CN=Storage Provider for WYMware vCenter,OU=Storage,O=Hitachi,C=US
valid from:03/03/2020, 3:53:18 PM

Valid t0:03/03/2021, 3:53:18 PM

Do you wish to proceed connecting anyway?
Choose "Yes" if you trust the host. The above information will be remembered until the host is removed from the
inventory.

Choose "No" to abort connecting to the host at this time. © Operation failedt!

A problem was encountered while registering

the provider. The certificate is not trusted.

Hide errors for this session

Send details to VMware

The Hitachi VASA provider appears with an Online status.
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vm vSphere Client Menu s

™,

i 8 9 [310.76.46.123 | actons~

/ (3 10.76.46.123 sum.. Mo.. Confi.. Permis... Datace... Hosts & C... V.. Datas... Netw
v Datacenterg
+ [[] Clusters ¥ Settings ~+ Add B3 Synchronize Storage Providers | B Rescan X Remove
General
0 10764639 . X Storage Provider/Storage Sys.. ¥ | Status ¥ | Activ. ¥ | Priority
Ij 10.76.46.40 Licensing

ﬁ HitachiStoragePray Message of the Day 4 |QFILTER Provider 10.76.46.40 Online

&1 win-Reg-DS Advanced Settings 52320502 20d4 77423332 Active 1

Authentication Proxy
} 4 Hitachi VASA Online
vCenter HA
WSP 5500H_30595 (1/1 onl Active o
+ More
Alarm Definitions 4 VMware vSAN Online
Scheduled Tasks Intarnall Mananad -
Key Management Serv.. General Supported Vendor IDs Certificate Info
Storage Providers
Provider name Hitachi VASA
¥ VSAN -ovider status Online
Update tandby status -
Internet Connectivity aten Explicit .
URL hitps://10.76.46.168:50001/ version.xm
Provider version 036.0
VASA APl version 3.0
Default namespace Hitach
Provider ID 3706da2d-26e0-47c6-9d86-7a7b9d494923

Supported profiles Storage Profile Based Management

Use a certificate from a local certificate authority (CA) if one is used in your production environment. For a test
environment, you can skip the following and use the default self-signed certificate.

If the Hitachi VASA Provider certificate needs to be signed by a local certificate authority (CA), then follow this procedure:

Assuming the FQDN of Hitachi VASA Provider is vasaprod.xyz.org, run the following from VASA Provider

- Create a new keystore — “keytool -genkey -alias vasaproviderservercertificate -keyalg RSA -keysize
2048 -keystore keystore.jks.SAN”.

=  Generate certificate signing request (CSR) — note the addition of the subject alternate name (SAN) option, which is
required by VMware — “keytool -certreq -alias vasaproviderservercertificate -file csrSAN.txt -
keystore keystore.jks.SAN -ext SAN=dns:vasaprod.xyz.org”.

®  SAN is the FQDN of the Storage Provider VM.

=  Use this CSR to request a certificate from local CA. Download the certificate from the CA to the VASA Provider (.p7b
or similar certificate that CA generated)

=  Import the certificate to the keystore — “keytool -import -alias vasaproviderservercertificate -file
vasaprod-SAN.p7b -keystore keystore.jks.SAN”

=  The keystore file keystore.jks.SAN is now copied to keystore.jks. Ensure that the owner of the keystore.jks file is
either vptomcat or root.

=  Reboot the VASA provider VM. The certificate with SAN is now being used by the Hitachi Storage Provider for
VMware vCenter, and you can register it to the vCenter.

TIP: If you want to register the same Hitachi VASA provider to multiple vCenters, for example, a VMware Cloud
Foundation (VCF) deployment, then ensure that the setting muTtipleVcSupport is set to true in the
VasaProvider.properties config file. This is now default setting in releases greater than 3.5.9. This file is located in the /
usr/local/hitachivp-b/tomcat/webapps/VasaProvider/META-INF/ directory.
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If the multipleVcSupport setting is not set prior to 3.5.9, then set it and run the createCertifications.sh script, which is
located in the /usr/local/hitachivp-b/ directory. This script updates the registry and restarts the VASA Provider (VP). Other
vCenters can now register to this VP.

Step 8. Verify that the PE is Available and Visible

Verify that the protocol endpoint (PE) is visible in vSphere ESXi hosts either in the vCenter Ul or from the esxcli
command. This is the (ALU/PE) that the storage administrator presented to vSphere Cluster/ESXi hosts in “Step 4. Create
a Protocol Endpoint and Add it to ESXi Hosts” on page 11.

Note: There are instances where the PE is not visible in the vCenter Ul but the esxcli storage core device
1ist command does indeed return VVOL=PE is TRUE. In this case, you can proceed to Step 9 (vVols datastore creation)
which incidentally will also make the PE visible in vCenter UI.

1. Loginto the vSphere Client, select Hosts and Clusters, and then select an ESXi host.
2. Select Protocol Endpoints on the Configure tab.

You will notice the protocol endpoint with the Operational state Accessible.

Il 2 9 0 10.76.46.29 | acTions~
< [P 10.76.46.122 Summary Maonitor Configure Permissions VMs Datastores Networks
v DatacenterA .
o [ Clustera ~ Storage Protocol Endpoints
Storage Adapters
[ wo.76.4629 _ S — o= v || Storage amay =
|j 10.76.46 20 Storage Devices
- e HITACHI Flore Ch..  SCSI Hitachl:VSP5500...
[ HitachiStorageProvider_eco... Host cache Configur.
{31 HitachiVASAProvider_03.6... | pmtfco' Endpoints |
G Hitachive VO Filters
{2 HSP_Ansible_ISM ¥ Networking
ﬁ! OEL Linux Virtual switches
Eﬂ OEL Linux 1 WMkernel adapters
@ OEL Linux 5 Physical adapters
{1 PostgreSaL Brod TCP/IP configuration
@ PostgreSCL_Large + Virtual Machines
& testvm VM Startup/Shutdo... Properties Paths Datastores
Agent WM Settings —
Default VM Compati... General
. . Runtime name HITACHI Fibre Channel Disk (naa
Swap File Location Type seg)
VP

¥ System Identifier naa.60060e8008758100
Licensing Location fvmfs/devices/disks/naa.6(
Host Frofil ﬁ-'a:icmal state Accessible A
Time Configuration oo LA
Authentication Servi.. Owner NMP
Storage array Hitachi:wSP5500H_30081

Certificate

Optionally, on ESXi hosts, you can view the protocol endpoints (PEs) by running the following command from the
esxcli command line.

esxcli storage core device list -p
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This will display the devices that are recognized as PEs. Note the Is VVOL PE=True value.

The esxcli storage vvol protocolendpoint 1ist command can show the PEs as well. However, there
have been instances where creating the vVols datastore [step 9] has to be performed in order for vCenter Ul to show
the PE as visible.
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For example:

# esxcli storage vvol protocolendpoint 1ist
list

Hitachi -

tarue
truwe
- 6688 1Z2Za3d18858-<18a3d188aaaaa8 1

e

Awwth -
o

1= d 2<%

storage U vasaprouvider list

e . loca l :SE8E8 1 uvers ion .3

Hitachi USPG1488G688_ 11193

Frx
Croot@DC1 —Node-t @™

Note — If the protocol endpoint is not visible after running the protocolendpoint 1ist command oris not
visible in the vCenter Ul under the Hosts/ConfigureProtocol Endpoints window, then you must perform a storage
refresh in the Hitachi VASA Web user interface. This occurs if VASA is deployed first and then PEs are added. Perform a
refresh of the storage system that is presenting the PE, which ensures that VASA PE information is current. Retry the
protocolendpoint 1ist command or view the protocol endpoint in the vCenter. If PE the is still not showing as
visible but the esxcli storage core device list command shows “VVOL PE=True: value, move to Step 9 to create a vVols
datastore. If vVols datastore creation fails, verify network connectivity to VASA port 50001 from vCenter and ESXi using
a command such as ncat.

For example:
nc -zv VASA-FQDN 50001

Hitachi Storage Provider for VMware vCenter - block component 03.6.0.3251 Welcome to administrator@vsphere.local

WENERE Manage Storage Systems

Manage Storage Systems Physical Storage‘

Manage Storage Containers

Capability Schema ‘ Storage System: v H contains v ‘ ‘ ‘ I:l II”I' P
Physical Storage Systems
Replication Groups " 2
Storage Systems Model Type|SVP IP Address|Configuration Manager REST API Server IP Address|Serial Nun
‘ ‘RQOO_NVMe ASE-47 112 G10 [Bpgors h’L’iLDEv-S‘VSP 5500H ‘ 1722547112 |- 30595
Maintenance Add Storage Systems | Refresh Storage Systems ]
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Step 9. Create a vVols Datastore

1.

1. Right-click Cluster, select Storage, and then select Rescan Storage.

2. 2. Click New Datastore after the rescan is complete.

vim  VSpheiinms

Actions - ClusterB

+] Add Hosts...
- = 123 ACTIONS v

T New Virtual Machine...

v [ 10.76.46.123 & Confi... Permis... Datace... Hos
L,
v Datacentqd
v Cluster| 1j Deploy OVF Template. . + Add E3 Synchronize Storage
El 10.73 +0 Storage Provider/Storage Sys.. 7
G 1074
i TER Provider 10.76.46.40
(. Hitag Storage I > MNew Datastore...
Ej Wind 3205%9e-20d4-f742-333a..

Host Profiles » BB, Rescan Storage...
i VASA
Edit Default VM Compatibility...

WSP 5500H_30595 (111 onl...

3. Inthe New Datastore window, select VVol and then click Next.

4.
5.

New Datastore

1Type Type

2 Name and container sele... Specify datastore type.
3 Select hosts accessibility
= ' WMFS

4 Ready to complete

Create a VMFS datastore on a disk/LUMN.

MNFS

Create an NFS datastore on an NFS share over the network.

® Vvol

Create a Virtual Volumes datastore on a storage container connected to a storage

provider.

You should see the storage container that was previously created by Hitachi Storage Provider for VMware vCenter.

Select the storage container and provide a name.

Continue the process to complete the VVol Datastore creation.
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New Datastore

+ 1Type

2 Name and container sele...

3 Select hosts accessibility

4 Ready to complete

Name and container selection

Specify datastore name and backing storage container.

Datastore name: VVOL-DS-vsp5500

Backing Storage Container

MName T Identifier T Maxim... v Existing Datastore 7T
wol77201e5cacd... -
vsp5500-5C 60 TB -
b9d31a3dcBdcdba7
1items
@ For SCSl-backed VWol datastores, PE LUNs need to be configured manually. b4

Configure SCSI PE LUNs before creating a datastore. If the datastore is
created without configuring PE LUNs, the ESXi host marks corresponding
WWol datastore as inaccessible.

Backing Storage Container Details

Storage array(s)
Storage provider(s)

WSP 5500H_30595
Hitachi VASA
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If there are any issues at this stage, you can run the following commands to list ESXi status.

[root@PDC1-Node4:™1 esxcli storage wwol protocolendpoint list
naa .bHE6BES 148A3D148A3D188BAEEAAAEA 1
Host Id: naa.6B86Be8812a3d1885848a3d1088608801
I Hitachi :USPG488G6BA_441937

Conf igured: true

Lun Id: naa.bBB6BeB8B12a3d1885848a3d 18086860881

Remote Host:

Remote Share:

NFS4x Transport IPs:

Server Scope:

server Major:

Auth:

User:

Storage Containers: ad635618-caZc-4688-balZ-464524e4d2b4
[root@DC1-Noded4:™1 esxcli storage vwol storagecontainer list
DC1_GoBB_ o1l

StorageContainer Name: DC1_GbHH_ o181

UUID: wol:ad635618caZc468B8-balZ2464524e4dZb4

ray: Hitachi :USPG488G6B68_441937
! 31739618
14791434
CEs true
ault Policy:
[root@DC1-Hoded4:”]1 esxcli storage wol vasaprovider list
Hitachi-B356

UP Name: Hitachi-8356

URL: https:rrdclvasaB358.ucp. local :58881/version.xml

Status: online

Arrays:

Airray Id: Hitachi:USPG488G6BA_441937
Is Active: true
Priority: @

[root@DC1-Node4:™]
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Step 10. Create a Test VM to Verify vVol Operation

After the vWols datastore is created, create a test virtual machine (VM) for initial validation.
A quick way to verify the vVol operation is to clone a VM from VMFS datastore to a vVols datastore.

1. Right click on an existing VM, select Clone and then select Clone to Virtual Machine.
2. Inthe Select Storage section, select VVol No Requirements Policy

A vVol datastore should appear at top of the list as compatible storage.

3. Select the vVol datastore and select clone.

[T - <
Select virtual disk format Thin Provision
WM Storage Policy: VVaol No Requirements Policy v
MName Capacity Provisioned Free
= wols DS 253 TB 160.96 GB 252TB -

4. Power on the test VM that you just cloned, and ensure that it powers on successfully.

This confirms that you have successfully deployed a basic vVols environment.

5. Take a snapshot of your configured Hitachi VASA Provider. If you want to reset the configuration after some basic
tests, you can use this snapshot to revert.

A 10.76.45.122 Summary Monitor Configure Permissions D
DatacenterA
Guest O5: Cracle Linux 7 (6
[ Discovered virtual ma... e !
— _ Compatibility: ESXi 6.5 and latel
1 HitachiStorageProvid.. VMware Tools: Running, version:
[ HitachiVvA : More info
Ii‘ OEL_Lin LIE E'g Actions - HitachivASAProvider_03.6.0-00 DMNS Mame: vp-siteA
ﬁ OEL_Lin ul Power N IP Addresses: 10.76.46.120
_ i 2 1P add
&1 OEL_Linu clewaren
— N Guest 0OS > Host: 0.76.46.30
1 Postgres (i ]
Snapshots > .1,5, Take Snapshot... ‘

Step 11. Examples of Advanced Storage Capabilities and Storage Policy
Based Management

When the vVol environment is operational, the following advanced capabilities are available:

=  Stage 1: In the Hitachi Storage Provider, apply storage capabilities on one or more pools that make up the storage
container.

=  Stage 2: In the vSphere client, set up VM storage policies that specifies a combination of these capabilities.

The following figure shows an example of how vVols Storage container and Storage Policy-Based Management (SPBM)
policies can be configured with the Hitachi Implementation. There are more advanced configurations possible for
production use cases. This example shows that the virtual machines (VMs) with a certain policy applied will land in a
certain area of a storage container that matches that capability. vSphere administrators need not pick a datastore with a
specific capability. The storage container, vVol datastore supports all capabilities.
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In the following example, the virtualization capabilities of the VSP Storage use external pool resources from other VSPs or
third party arrays.

= Two Gold NVMe Dynamic Provisioning (DP) pools were created in VSP 5500. One of the pools has encryption
capabilities.

= Silver SAS 10k DP pool was created in VSP 5500 from external volumes from virtualized VSP or third party arrays.
=  VASA Provider advertises the following to vSphere SPBM:

®  Gold Resources with Tier-1 performance capability with choice of encryption (Yes/No).
®  Silver Resources with Tier-2 performance capability.

Use the vSphere SPBM to enable vSphere administrators and VM owners the ability to choose Tier 1 Gold, Tier 1 Gold
with Encryption, or Tier 2 Silver policies for VM and container services.

VM with

VM with

Silver Policy VM with Gold Policy
Yy Gold Policy iy and
2‘ Encryption

f’.!l’ z'!,‘ r"‘-‘
g :":'ii ‘:
o, 4 Q%lg 4 .%“v%tg 4
. | i | g N | g

Gold NVMe Pool ~ Gold NVMe Pool  gjjyar saAS-10k Pool
with Encryption

capability

One Storage Container



Stage 1 is to enable additional capabilities on the storage pools that are configured as part of the storage container.

1. On Hitachi Storage Provider for VMware vCenter, go to Manage Storage Containers.
2. Select a storage container and click Edit Storage Container.
3. Select a pool in Capability Profiles and click Define Profile.

The system automatically detects certain capabilities, (for example encryption, and allows other managed capabilities
to be assigned various values based on the pool or system configuration.

In the following examples, the encryption is set to yes for the Gold-NVMe-vsp5500-CP pool and the encryption is set
to no for the Gold-NVMe-vsp5500-Enc-CP pool. vSphere administrators now have a choice for encryption capability
when building their VM policy. A storage administrator can provide other capabilities such as latency, IOPS,
availability, and cost metrics.

Specify the name and provide a description of the capability profile, and then select the capabilities to be registered .

Name : Gold-NVMe-vsp5500-CP

Description :  |input profile description.

Managed Capabilities"

¥ Performance IOPS - class Tier1_IOPS ¥ |@

¥/ Performance Latency - class Tier1_Latency ¥ |2

Availability - class

Cost - class

Recovery by Virtual Infrastructure Integrator.

Snapshot Backup Importance - Class

Auto-generated Capabilities

Drive Type/Drive Speed - Deduplication
¥ Pool Type HDP = Compression
v RAID Level RAID5(3D+1P) =

I | Encryption No &= I
¥| Snapshot Yes =

As shown in the following figure, Tier 1_IOPS and Tier 1_Latency are set for the capability profile for both the Gold
pools. However, they have different encryption policies.



Specify the name and provide a description of the capability profile, and then select the capabilities to be registered .
Name : Gold-NVMe-vsp5500-Enc-CP

Description :  |input profile description.

Managed Capabilities |

¥ Performance I0PS - class Tier1_IOPS

¥ Performance Latency - class Tierl_Latency ¥ |@

A\ra|labMty - class

Cost - class

Recovery by Virtual Infrastructure Integrator.

Snapshot Backup Importance - Class

Auto-generated Capabilities

Drive Type/Drive Speed = Deduplication

¥| Pool Type HDP = Compression
¥ RAID Level RAID5(3D+1P) =

I #| Encryption Yes = I
¥| Snapshot Yes =

Specify the name and provide a description of the capability profile, and then select the capabilities to be registered .

Name : I Silver-external-volumes I

Description : |input profile description

Managed Capabilities | |

Create another capability profile for Silver-SAS-10k-External-pool with Tier 2 performance settings

¥/ Performance |IOPS - class Tier2_|OPS

¥| Performance Latency - class | Tier2_Latency v|e

Avallabrlt\,r - class

Cost - class

Recovery by Virtual Infrastructure Integrator.

Snapshot Backup Importance - Class

Auto-generated Capabilitiss

¥ Drive Type/Drive Speed External i Deduplication

¥ Pool Type HDP = Compression
RAID Level

¥ Encryption No =

#| Snapshot Yes @

5. Configure the VM storage policies that are chosen during VM creation.

6. Log into the vSphere Client.

7. On the home page, select VM Storage Policies under Policies and Profiles.
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8. Click Create VM Storage Policy.

vm vSphere Client

Policies and Profiles

I% WM Customization Specific...

VM Storage Policies

Ef Create VM Storage Policy |
|_=4'§ Host Profiles

Mame

% Storage Policy Components
- Host-local PMem Default Storage Palicy

. VM Encryption Policy
. vSAN Default Storage Policy

§ WVVol No Requirements Pollcy

9. Create two Gold Policies. Specify encryption for one policy.

10. For each policy, provide a name and click Next.

Create VM Storage Policy Name and description

1 MName and description

vCenter Server: 3 10.76.46.122 ~

2 Policy structure
Mame: Tier 110P5 (Gold) with Encryption

3 com.hitachi.storageprovider.vvol r_. P
Description: Storage Encryption (data at rest) with

- Tier 1 performance
4 Storage compatibility P

5 Review and finish
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11. On Datastore specific rule, select Enable rule for “com.hitachi.storageprovider.vvol” storage and click Next.

Create VM Storage Policy Policy structure X

1 Name and description .
Host based services
2 Policy structure Create rules for data services provided by hosts. Available data services could include encryption, I/O control, caching, etc
Host based services will be applied in addition to any datastore specific rules
3 com.hitachi.storageprovider.vvol r. o
|_| Enable host based rules
4 Storage compatibility
Datastore specific rules

5 Review and finish
Create rules for a specific storage type to configure data services provided by the datastores. The rules will be applied

when VMs are placed on the specific storage type

|:| Enable rules for "vSAN" storage

I Enable rules for "com.hitachi.storageprovider wvol” storage I

|:| Enable tag based placement rules

CANCEL BACK NEXT

12. Select rule placement capabilities.

In the following example, IOPS - Class and Latency — Class with Tier 1 values are added for the Gold policy and the
encryption is set to yes. Therefore, the policy is named Tier 1 IOPS (Gold) with Encryption. The other gold policy does
not need to specify the encryption.

Create VM Storage Policy com.hitachi.storageprovider.vvol rules X
1 Name and description Placement Replication Tags
2 Policy structure Performance IOPS - Class () Tierl 10PS REMOVE
L X [ Tierz_loPs
3 com.hitachi.storageprovider.vvol r... () Tierz_iops
4 Storage compatibility
Performance Latency - Class (i:) . .
5 Review and finish Tierl_Latency REMovE

[ Tierz_Latency

(7] Tier3_Latency

Encryption @ Yes REMOVE

MNo
ADD RULE v

The compatible vVol Datastore shows up in the list.
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13. Click Next and continue to complete the Create VM Storage Policy wizard.

Create VM Storage Policy Storage compatibility X

1 Name and description Compatible storage 5.15 TB (5.15 T8 free) Compatible ¥

2 Policy structure |_| Expand datastore clusters

3 com_hnacth'_oragen rovider.vvol r. MName T Datacenter v Type T Free Space ¥ Capacity T Warnings T

[:] VWOL-DS-vsp5500 Datacenterg Vvol 515 TB 515 TB

4 Storage compatibility

5 Review and finish

CANCEL BACK NEXT

14. Repeat these steps to create the second gold policy without Encryption being specified as a capability.

Create VM Storage Policy Name and description

1 Name and description

vCenter Server: G 10 76 46 122 v

2 Policy structure
Name: Tier 110PS (Gold)

3 Storage compatibility i
Description: Tier 1 performance

4 Review and finish

15. Repeat these steps to create a third VM storage policy: Tier 2 IOPS (Silver) with Tier 2 performance capabilities.

vm vSphere Client

Policies and Profiles

FB\ WM Customization Specific... VM S’[Ofage PO“CIES

& VM Storage Policies EF Create VM Storage Policy |

|_=;'§ Host Profiles

%‘ Storage Policy Components Name

g Host-local PMem Default Storage Policy

¢ Tier 110PS (Gold)
g, Tier 110PS (Gold) with Encryption
[# Tier 2 10P5 (Silver)
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Step 12. Deploy VMs with VMware SPBM and View vVols

1. Click Create New VM to create a new virtual machine (VM) or right-click on an existing VM and click Clone to Virtual
Machine to clone an existing virtual machine.

vm-on-vmfs-ds1 - Clone Existing Virtual Machine

1 Select a name and folder Select a name and folder

2 Select a compute resource Specify a unique name and target location

3 Select storage

- ' . Virtual machine name: § vm-on-wvvol-Gold
4 Select clone options e s e et

5 Ready to complete
Select a location for the virtual machine.

o ﬂ 10.76.46.123
> Datacenterg

vm-on-vmfs-ds1 - Clone Existing Virtual Machine

» 1 5¢lect a name and folder Select storage

« 2 Select a compute resource  Select the storage for the configuration and disk files

3 Select storage
A Salect clone T Configure per disk a

Select wirtual disk format Thin Prowision
3 Hea to complete
WM Storage Policy l Tier 1 10PS {Gold) with Encryption ~ |
Mame Capacity Provisioned Frese

4 Storage Compatiblinty. Compatible

| Wigls-wsp5500-DS 715 TB BI7 GB 7aTB
T o T e
] Iocakcd-nd 2325 GB 5.02 GB 22748 GB
VSPESO0-LLIMN 2TB 54 21 GB 28 TE

2. Onthe Select storage page, select the VM Storage Policy: Tier 1 IOPS with or without Encryption.

For this example, a policy with Encryption is selected. The vVol datastore is shown as compatible.

Click Next.

Repeat the clone VM steps (step numbers to be specified) to create a second vVol VM with VM Storage Policy: Tier
2 IOPS (Silver).

A second VM with Silver policy is added.



vm vSphere Client Menu

g2 9 & vm-on-vvols-Silverl

v [ 10.76.46.123 Summary Monitor Configure
v DatacenterB
v ClusterB

Guest O5:
Compatibility:

[ 10.76.46.39 ViMware Tools

[ 10.76.46.40

E',; HitachistorageProw.. DMNS Mame:

VM-on-vmfs-dsi L IP Addresses:
Host:

[y vm-on-vvols-Gold! Launch Web Console

g vm-on-vvols-Silver] Launch Remote Conscle ==

5. After all the wol VMs are created, verify the vols in the Hitachi Storage Provider web interface.
6. Select Manage Storage Container under Management.

7. Select the storage container, and then select the VVols tab.

Management VSp5500-CS

Storage Container

Manage Storage Systems Name vsp5500-CS Description Storage System RAID900_30595
Manage Storage Containers Total |7.15T8 Total | = Total|-
= Capacity | Free |7.14TB LLogical Capacity|Free |= Snapshot Capacity| Free | 10.836TB
- Used |13 17GB Used|95 14GE Used|-
Replication Groups Resource Group|vVols-RG Tl Pools T3 Dummy Host Group
|| |Wo|s|
Maintenance I - 0 |
VM Name ¥ || contains ¥ 80 || OFF 30 Y| W 4 |page| 1/1] Go 3 M | Filterd: &6 / All:&
General Settings VM Name VMES File Wol Type | Volume | Label | Capacity | Pool |Binding ALUs VM Policy Name
vm-on-vvols-Gold1 |vm-on-vvols-Gald1 Config 00:FE:02 4 00GB DP 2 00:00:06 Mer 1 IOPS(Gold) Encryption
PR vm-on-vvols-Gold1 |vm-on-vvols-Gold1-3bea3chd vswp |Swap 00:FE00 400G |DP2 |00:00.06 Default Profile for Swap VVal
Update Certificate vm-on-vvols-Gold1 | vm-on-vvols-Gold1 vmdk Data 00:FE:03 40.00GB |DP 2 |00:00:09 [Tier 1 10PS(Gold) Encryption|
= vm-on-vvols-Silver1 | vm-on-vvols-Silver1 Config 00:FE:01 400GE |DP1 |00:00:09 [Tier 2 I0PS (Silver)
Change Credentials
vm-on-vvols-Silver1 | vm-on-vvols-Silver1-3bea3chc vswp | Swap 00:FE:05 400GB |DP2 |00:00:09 Default Profile for Swap VVol
i vm-on-vvols-Silver! [vm-on-vols-Silverf vmdk Dala 00:FE04 40.00GB [DP1 |00:00.06 [Tier 2 10PS (Silver)

Troubleshooting Guide
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This lists the vVols created and their associated mapping to storage objects and policies. Storage administrators with an
assigned read-only vCenter credentials can view this information. They can also access this information from tools such
as, the Storage Navigator.

Hitachi Device Manager : Navigator

— File Actions Reports

Explorer Silver-10k-External-Pool(1)

Storage Systems RI00 NVMe ASE-47.112 G1O{SfN:30595) = Pools > Silver-10k-External-Pool(1)

* 7 RS00_NVMe ASE-47.112 G10{5/N:3 ]
; Pool Volumes Virtual Volumes TI Root Volumes

ﬁ'E Tasks

W& Reports Create LDEVs [l Add LUN Paths | Expand v-VOLs m

P
¥ Component= | % Filter m | Select All Pages|| Column Settings|
7 Parity Groups o - Capacity
fi# Logical Devices L] LDEVID LDEV Mame | Status Tm” e
ype Total
& ?% Pools ~
s [l @ oo:Fe:00 @ Norma OPEM-V CVS 4.00 GB
& Gold-MVMe-RAIDS-poal(2) -
]| @ oo:FE:01 @ Normal QOPEN-V CVS 40.00 GB

& Gold-NVMe-RAIDE-Pool(0)

& Silver-10k-External-Poal(1]

'{‘.‘,i wWols-TI-pool(3)
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You can view VMFS volumes and storage pools within the Hitachi VASA Provider web interface.

1. Select Manage Storage Systems under Management, and click LDEVs to view the VMFS volumes and storage
pools.

Management Manage Storage Systems

Manage Storage Systems Physical Storage |

Manage Storage Containers
= Storage System: ¥ || contains ¥ GO || OFF
Capability Schema
e e Storage Systems Model Type SVP IP Address
VSP5500-47.110 ——-Vsce G10 [poors @LDEVS |VSP 5500H 172.25.47.110

Maintenance

Datastores and their mapping to storage objects are listed.

Management Manage Volumes - VSP5500-47.110 -—-Vsce G10

Manage Storage Systems

Manage Storage Containers

Datastore Name ¥ || contain: ¥ GO || OFF

Capability Schema
Select Volume and click Define Profile.

— (Reine Profile)

Column Settings

_

MEREYEICE Volume | Datastore Name & |Profile Status| Pool [Resource Group
00:01:0C [R900-245sd-0 Disable DP 0 |meta_resource |F

General Settings

00:01:00 |R900-24554d-1 Disable OP 0|meta_rasourca |t
T— 00:01:0E |R900-24s5d-2 Disable DP 0 |meta_resource |t
Update Certificate 00:01:0F |R900-24s5d-3 Disable DP 0 |meta_resource |t
Change Credentials 00:01:10 [R900-24ssd-4 Disahle OF 0|meta_resource |I
Restart Service 00:01:11 |R900-24s5d-5 Disable DP 0 |meta_resource |t
o el 00:01:12 |R900-24s=d-6 Disahble OF 0|meta_resourca |t
00:01:13 |V5SP5500-Gold-NVMe-1 | Disable DP 0 |meta_resource |F

Conclusion

For additional information, consult the Hitachi VASA provider deployment guide and release notes, available here. This
location also includes the OVA/OVF files for download.
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https://hcpanywhere.hitachivantara.com/u/lMwuSLLMLiSGzC5Z/HDS VASA Storage Provider?l

Hitachi Vantara @ 0 o O

Corporate Headquarters HitachiVantara.com/contact

2535 Augustine Drive
Santa Clara, CA 95054 USA


https://www.linkedin.com/company/hitachi-vantara
https://twitter.com/hitachivantara
https://www.facebook.com/HitachiVantara
https://www.youtube.com/user/HDScorp
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