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Preface

About this document

This document shows how to configure Hitachi Dynamic Link Manager (HDLM) with Cisco
Unified Computing System (UCS) and VMware ESXi on a Hitachi Virtual Storage Platform
(VSP) storage system.

To use this document, you must have a basic understanding of Cisco UCS, VMware ESXi
systems, Hitachi VSP storage systems, HDLM, and NMP positions.

Intended audience

This document is intended for technical audiences who need an overview of the
configuration of HDLM for Cisco UCS with VMware ESXi on the Hitachi VSP Storage
Systems using the GUI.

Revision History

Revision Changes Date

v1.0 Initial Release April 2025

Accessing product downloads

Product user documentation is available on the Hitachi Vantara Support Site:
https://docs.hitachivantara.com/. Check this site for the most current documentation,
including important updates that may have been made after the release of the product. For
more information on the operating system, see the operating system documentation. For the
product support matrix, see the Product Compatibility Guide:
https://compatibility.hitachivantara.com/

For Cisco UCS support, please check their site:
Cisco UCS Compatibility Matrix: Cisco UCS Hardware Compatibility List

For OS support, please check their support site:
VMware ESXi: https://techdocs.broadcom.com/

Getting Help

Hitachi Vantara Support Connect is the destination for technical support of products and
solutions sold by Hitachi Vantara. To contact technical support, log on to Hitachi Vantara
Support Connect for contact information: https://support.hitachivantara.com/en_us/contact-
us.html.
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Hitachi Vantara Community is a global online community for customers, partners,
independent software vendors, employees, and prospects. It is the destination to get
answers, discover insights, and make connections. Join the conversation today! Go to
community.hitachivantara.com, register, and complete your profile.

Comments

Please send us your comments on this document to GPSE-Docs-
Feedback@hitachivantara.com. Include the document title and number, including the
revision level (for example, -07), and refer to specific sections and paragraphs whenever
possible. All comments become the property of Hitachi Vantara LLC.
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Introduction

Purpose

This document shows how to configure Hitachi Dynamic Link Manager (HDLM) with Cisco Unified
Computing System (UCS) in End host mode (EHM) for VMware ESXi 8.0 update 3 on a Hitachi
Virtual Storage Platform (VSP) storage system, using Brocade or Cisco FC switches.

HDLM enhances storage performance by managing multiple paths between ESXi hosts and VSP
storage systems, offering load balancing and failover capabilities. In addition, this document shows
how to integrate VMware Native Multipathing Plugin (NMP) with HDLM.

This configuration ensures improved storage reliability and system resilience.
The purpose of this document is how to configure HDLM on Cisco UCS test setup (with EHM and
OS: VMware ESXi 8.0u3).

The following lists the benefits of configuring HDLM on VMware ESXi using the GUI in a Cisco UCS
testbed:

o Ease of use: The GUI is intuitive and user-friendly, enabling administrators without extensive
command-line experience to easily configure and manage HDLM.

o Visual feedback: A graphical interface provides real-time visual indicators and status
updates, simplifying the process of monitoring installation progress and identifying issues.

¢ Reduced errors: The GUI reduces the risk of syntax errors or incorrect commands that are
common in the CLI.

e Simplified path management. HDLM management, including load balancing and failover
configuration, is more straightforward through the GUI, where options are clearly labelled
and easy to navigate.

o Better monitoring: The GUI offers a comprehensive visual overview of active paths,
performance metrics, and status alerts, improving the ability to monitor and troubleshoot the
system.

e Accessibility: The GUI is accessible through tools such as vSphere Web Client, which is
widely used in VMware environments, offering consistency in management practices.

¢ Quicker learning curve: Using the GUI, administrators who are unfamiliar with VMware
ESXCLI or complex scripting can quickly adapt to HDLM management.

This configuration enhances the overall availability and performance of the storage

environment, minimizing downtime and optimizing resource utilization in VMware ESXi with
Hitachi VSP storage systems within the Cisco UCS test setup.
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Connectivity Diagram

The following diagram shows the connectivity between the hardware components that were used for

this test bed:
| Port-1 I
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Cisco FCIFCoE I oot iheiD 0 '
VvIC ucs ucs or Brocade FC boot U Uy )
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Figure 1: Topology of Cisco UCS EHM with a Hitachi storage system

The following diagram shows how the ESXi host, where the HDLM is installed, is connected to the
VSP storage system through two Brocade switches. You can use either Cisco or Brocade switches,

or a combination of both.

Brocade Switch

[ HDLMinstalled |

ESXiHost
Server (x86-64)

Brocade Switch

Hitachi VSP Storage

Figure 2: Connectivity of the ESXi host (with HDLM) to the VSP storage system through two Brocade switches

Hardware Requirements

The following lists the hardware components used for this implementation:
e 1 x Cisco UCS Chassis 51xx

e 2 xCisco UCS FI 6xxx (with 1 x FI FC port from each UCS FI)
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1 x Cisco UCS Blade Server

2 x Cisco UCS I/O Modules (IOM)

1 x VSP storage system with 4 x ports: 2 ports for Boot LUN and 2 ports for Job LUN

2 x Cisco FC or FCoE switches / Brocade FC switches

Note: You can use either Cisco or Brocade switches, or a combination of both.

Software Requirements

The following lists the software components used for this implementation:
e OS install media: ESXi 8.0U3

e Multipath: HDLM 8.9.0-01
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Configuring Cisco UCS

To configure Cisco UCS, complete the following steps:

1. Install the UCS blade in the UCS chassis.

2. Install the UCS supported Cisco Virtual Interface Card (VIC) adapter in the UCS blade.

3. Connect cables between Fabric Interconnect (FI) and Input/Output Modules (IOM).

4. SetFI-A and FI-B as Ethernet End-Host Mode.

5. Connect a cable from the FC port of FI-A to the switch port, and another cable from the FC
port of FI-B to the switch port. Set the specified FC Fl ports as uplink ports. For example, if FC
port-5 of FI-A is connected to the switch port, set port-5 as an uplink port.

6. Create a SAN PIN group using the FC FI ports connected to the FC switch. The following is

an example of a SAN PIN group where FC Fl port 5 is used (port-5 connected to the external
switch). A total of two SAN PIN groups are created, one for Fabric-A and one for Fabric-B.

General | Events

Mame o SANPIN_Test_A

Description :
Fabric A
Interface FC Interface 1/5

Fabric B

Interface

7. Connect a cable from the Ethernet port of FI-A to the network switch port, and another cable
from the Ethernet port of FI-B to the network switch port. Cisco UCS uses LAN pin
groups to map the Ethernet traffic from a vNIC on a server to an uplink Ethernet port or port
channel on the fabric interconnect. Create LAN pin groups on Fabric-A and Fabric-B using the
FI Ethernet ports.

For example, if Ethernet port 47 of FI-A is connected to the network switch, select port-47
when creating the LAN pin group for fabric A.
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General Events

MName © LAN_Pin_A
Description :

Targets

Fabric A v

Interface : | Eth Interface 1/47

Fabric B

Interface :

8. Create a Common/Global VSAN if you are using a Cisco switch.

e Disable FC zoning when creating VSAN for EHM.
e Create two VSANSs for each Cisco FC switch.

For a Brocade switch, the default VSAN is used, with FC zoning in a disabled state. The
following example shows VSAN 4 created:

Equipment v SAN / SAN Cloud | VSANs / VSAN vsan-4 (4)
v SAN General | Faulls  Events
¥ SAN Cloud
» Fabric A Fault Summary Properties
v Fabric B ® e O Name : vsan-4
» FC Port Channels 0 0 0 0 D c 4
» FCoE Port Channels Faoric b + Dual
et Network Type San
A ctions
» Uplink FC Interfaces FType . Virtual
» Uplink FCoE Interfaces Delete Locale . External
VSANS Transport Type Fc
FCOEVLANID |2
» SAN Pin Groups
Operational State : 0K
» Threshold Policies
Owner . Local
* VSANs FC Zoning Settings
VSAN default (1)

FC Zoning: |() Disabled () Enabled

VSAN vsan-4 (4) Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch

VSAN VSAN-5 (5)
v Storage Cloud
v Fabric A
Storage FC Interfaces
Storage FCOE Interfaces

VSANs

9. Create a SAN Boot Policy.
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a. Setthe path for both the SAN Primary path (fc0) and the SAN Secondary path (fc1) to
SAN Target Primary.

b. Enter the WWN of the storage port where the Boot LUN is mapped.

c. When creating the Boot Profile, select Boot Mode as Legacy or UEFI, depending on the
supported configuration.

d. Toinstall the operating system, select CD/DVD.

(+) Local Devices Boot Order

4+ - Advanced Filter Export Print

(+) CIMC Mounted vMedia

Name 4 wNL. Type LUN.. WWN Slot.. Boo.. Boo.
- . CD/ov 1
(+) vNICs

v Sl 2
i+: vHBAs w SAN Primary fcO Pri..

SAN Target Primary Pr {
(4) iSCSI vNICs
w SAN

(@) EFI Shell SAN Tarcet Primary Pi. 0  50:06:0E:80:08:77:35:56

Servers | Policies | root / Boot Policies / Boot Policy 4565169...

General Events

Actions Properties
Delete Name - 4565169_1440_PS
Show Policy Usage Description

Owner . Local

Reboct on Boot Order Change
Enforce vNIC/VHBA/ISCS| Name :

Boot Mode . () Legacy () Ueh

10. Create a Service Profile.

a. Create a Service Profile (expert) with a profile name, set the UUID Assignment to
Hardware Default, and associate the profile with the blade server.

b. Create two vNICs with VLAN. Assign the Fabric ID and the LAN Pin Group you previously
created when creating each vNIC.
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c. Create two VvHBAS:

e The first two vHBAs (VHBA fcO and vHBA fc1) are for Boot LUN.

e The next two vHBAs (VHBA fc2 and vHBA fc3) are for Job LUNSs.

d. Assign the Fabric ID, VSAN, SAN Pin Group, and adapter policy when creating each
VHBA. Ensure that FI-A is associated with fc0, and FI-B is associated with fc1.

e. Add the SAN boot policy you created.

f. Associate the Service Profile with the blade server.

Servers |/ Service Profiles /

root /| Service Profile Server2 ;| vHBAs |

vHBA fc0

General vHBA Interfaces Statistics Faults Events
Fault Summary Properties
® O ©
WWPN : 20:00:00:25:B5:00:00:1B
0 0 0 0 !

WWPN Pool
WWPN Pool Instance

Actions Fabric 1D oA B

Change World Wide Port Name VSAN © wsan-4

Bind to a Template Operational WVSAN Name : vsan-4
Owner : Logical

~ . Type : Fe

Clear Persistent Binding . L o
Equipment : sys/chassis-1/blade-1/adaptor-1/host-fc-1
Persistent Binding @) Diszabled Enabled
Boot Device : Enabled
Max Data Field Size 2048
Template Name
Redundancy Peer
States
Operational Speed : Line Rate
State . Applied
Policies

Configuring HDLM on VMware ESXi using Cisco UCS and a Hitachi Storage System
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Servers [/ Service Profiles / root /| Service Profile... / vHBAs / vHBA fcO0

General vHBA Interfaces Statistics Faults Events

uuuuu O

Fault Summary

Policies
® @ e Adapter Policy D VMWare v
0 0 0 0 Adapter Policy Instance : org-root/fc-profile-VMWare
QoS Palicy ! | <notset> ¥
Actions
QoS Policy Instance
Change World Wide Port Name Pin Group | ISR-P5-A v

Bind to a Template )
Stats Threshold Policy © | default ¥

Threshold Policy Instance : org-root/thr-policy-default

y-ae

Clear Persistent Bindinc .
Clear Persistent Binding Virtual Host Interface Placement
Desired Placement © | Any
Actual Assignment 1
Order
Desired Order 0
Actual Order c 2
Host Port
Admin Host Port D@ ANY (31 (2
Actual Host Port |

Configuring the Switch

To configure the switched, you need 2 x Cisco FC or FCoE switches / Brocade FC switches. You
can use either Cisco or Brocade switches, or a combination of both.

1.

For Cisco switch, create VSAN for Cisco switch:

switch# config t

switch (config)# vsan database
switch (config-vsan-db) #

switch (config-vsan-db) # vsan 4
switch (config-vsan-db) #

For each Cisco switch, create a VSAN. The name of the VSAN must match the VSAN
created in Cisco UCS. In the topology diagram, FI-A is connected to Cisco External Switch-
A. Therefore, the VSAN associated with Cisco External Switch-A must be associated with
Fabric-A of the required vHBA while creating the Cisco UCS service profile.

Assign the VSAN to the Cisco switch ports where host and storage WWNs are logged in:

switch (config-vsan-db)# vsan 4 interface fcl/8
switch (config-vsan-db) #

Create two zones: one for Boot LUN and one for Job LUN:

config t
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zoneset name Zoneset Test vsan 4
zone name HostA Targetl vsan 4
member pwwn “storage WWN”

member pwwn “host WWN”

zoneset name Zoneset Test vsan 4
member HostA Targetl

zoneset activate name Zoneset Test vsan 4
copy r s

Note: VSAN is inapplicable for a Brocade switch.

Configuring the Storage System

Configure a VSP storage system and connect it to the FC switches as shown in Figure 2. The

storage system contains one Boot LUN and 10 Job LUNSs.

1. Create a DP Pool with a minimum size of 600GB size.

> Pools > CVD_NvMe(1)

Status @ mormal
Pool Name (ID) CVD_NvMe(1)
Pool VOL with System Area (Name) 00:00:11(CVD_NVME)

Pool Type DT

RAID Level 6(6D+2P)
Drive Type/RPM HDD/10k
Encryption Disabled

Cache Mode

Protect V-VOLs when I/O fails to Blocked Pool VOL
Protect V-VOLs when I/O fails to Full Pool
Number of Pool VOLs

Number of V-VOLs

Number of Root VOLs

Pool Capacity (Used/Total)

Total Efficiency

Saving Effect

V-VOL Capacity (Used/Total)

Subscription (Current/Limit)

User-Defined Threshold (Warning/Depletion)

Pool Yolumes Virtual Volumes

| AFilter | on [

| Select All Pages|| Column Settings|

\ arity

LDEV ID LDEY Status nary
— Name Group ID
L] @ooiooits | cvo_nvme | @ Normal 1-2

Mapped

Tier Management
Cycle Time

Monitoring Period
Monitoring Mode
Monitoring Status

Recent Monitor Data

Pool Management Task
Relocation Result
Relocation Speed

No

No

4 (Max Allowed: 1024)
156 (Max Allowed: 63232)

1015.05 GB / 1.55 TB [63 %]

6.41:1 (2024/11/07 06:33:23 - 2024/11/07 06:35:44)

1.00:1 (0.00 MB)

1015.05 G / 6.36 TB [15 %)
410 % / Unlimited

70 % / 80 %

RAID
Level

387,96 GB 6(6D+2P)

|_optionsw (1€ €] 1 21 [3]

Auto

24Hours

00:00 - 23:59
Continuous Mode
In Progress

2024/11/07 00:00 -

Completed
3(Standard)

Selected: 0O

N
pae — Tier:o 0
Type/Interface/RPM

HDD/SAS/10k Tierl

2. Create 11 LDEVs: one 500GB Boot LUN and 10 Job LUNs of 10GB each.

Configuring HDLM on VMware ESXi using Cisco UCS and a Hitachi Storage System  Page 14



Status Tier Management Auto

Paol Name (ID) CUD_MVMe(1) Cycle Time 24Hours

Pool VOL with Systemn Area (Name) 00:00:11(CVD_NVME) Monitoring Period 00:00 - 23:58
nponents Pool Type DT Monitoring Mode Continuous Mode

Y, parity G RAID Level 6(6D+2P) Monitoring Status In Progress
% L Drive Type/RPM HDD/10k Recent Monitor Data 2024/11/07 00:00 -

Encryption Disabled Pool Management Task

- g2

i Poo

Cache Mode - Relocation Result Completed
& cvo_nvme(1)

- Relocation Speed 3(Standard)
b i Protect V-VOLs when IO fails to Blocked Pool VOL No
47276230108 Protect V-VOLs when IO fails to Full Pool No
-Pool(14) Number of Poal VOLs 4 (Max Allowed: 1024)
Number of W-VOLs 156 (Max Allowed: 63232)
Number of Root VOLs L
Pool Capacity (Used/Total) 1015.05 GB / 1,55 TB [63 %]
Total Efficiency 6,41:1 (2024/11/07 06:35:45 - 2024/11/07 06:38:05)
Saving Effect 1.00:1 (0.00 MB)
V-VOL Capacity (Used/Total) 1015.05 GB / 6.36 TB [15 %]
Subseription (Current/Limit) 410 % / Unlimitad
User-Defined Threshold (Warning/Depletion) 70 % / 80 %

Pool volumes  Virtual Yolumes

Selected: 0 of 156
\Rﬁ!!crrﬂm | Select All Pages | Column Settings | | optionsw |1 € 1 13 2 ||
- Capacity Used Capacity
]| Loev D LDEV Name 1v | Status Eiaiaticn o
Type Total Reserved Used (%) Tier 1 Tier {

] @ ooio1:00 ESKiB_job @ vormal OPEN-V CVS 10.00 GB 0.00 GB 9.22 GB

Create two host groups: one for the primary Boot LUN path, one for the primary Job LUN
path, two for the secondary Boot LUN path, and one for the secondary Job LUN path.

For all the host groups, set the host mode to 21 (VMware Extension) and enable Host Mode
options 54 and 63. Add the host WWNs to the host groups.

HDLM (01)

Host Group Name ISR-4727623_HDLM (01) Host Mode 21 [VMware Extension]

Port ID CLe-G Port Security Enabled

Virtual Starage Machine VSP 5200H, S600H / 30517 Asyrnmetric Access States Active/Optimized
Disabled

T10 PI Mode

Hosts LUNs Host Mode Options

add to Host Gro Actions Selected: 0 of 1

| AFileer | on [ [elect All Pages)|Colimn Settings]

Host
Port 1D HBA WWN Host Group Name
= Name R

| optionsw | 1¢ ¢ 1 11 (2]

Ll CcLe-G a 20000025B500001B ISR-4727623_HDLM (01)

oups

SI Targets

e LDE

dd LUN Paths
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S1 Targets > CL6-G > ISR-47 3_HDLM (01)

Host Group Name ISR-4727623_HDLM (01) Host Mode 21 [VMware Extension]
Port ID CLéE-G Port Security Enabled
Virtual Storage Machine V8P S200H, 5600H / 30517 Asymmetric Access States Active/Optirnized

T10 PI Mode Disabled

Hosts  LUNs  Host Mode Options

Total: 256

AFilter | o [B53 | Column Settings| | options w | 1| | r1 B

~
:?” de Option Description Status ]
o.

Reserved Disabled
Reserved Disabled
VERITAS Database Edition/Advanced Cluster Disabled
Reserved Disabled
Reserved Disabled
Reserved Disabled
TPRLO Disabled
Automnatic recognition function of LUN Disabled
Reserved Disabled
Reserved Disabled
Reserved Disabled
Reserved Disabled
No display for ghost LUN Disabled
SIM report at link failure Disabled
HP TruCluster with TrueCopy function Disabled
HACMP Disabled

Rocarvad Dicahlad

_HDLM (01)

Host Group Mame I1SR-4727623_HDLM (01) Host Mode 21 [VMware Extension]
Port ID CL6-G Port Security Enabled
Virtual Storage Machine WSP 5200H, S600H / 30517 Asyrnmetric Access States Active/Optimized

T10 PI Mode Disabled

Hosts LUNs Host Mode Options

mmand De M Actions Selected: 0 of 11
| AFilter HO‘_NE | Select All Pages | Column Settings| | Optionsw | elle] 1 11 [3] SJ
Emulat Capadity
]l Pertio LUN ID LDEV ID LDEY Name Pool Name (ID) mulatien
Type Total Reserved Used Used (%
Ll CL&-G g a 00:00:80 CVD_NvMe(1) OPEN-V CVS 600,00 GB 0,00 GB 87.56 GB 1

Configuring the Host

1. Install VMware ESXi on the Cisco UCS blade server.

2. Configure hosts with multipathing software and use NMP (VMware Native Multipathing) to
load balance I/O between all available preferred and non-preferred paths.

3. Verify the status of the Hitachi-managed LUNSs:

esxcli storage nmp device list
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Configuring HDLM on VMware ESXi Host

Workflow for Configuring HDLM with ESXi

Configuring HDLM involves several steps to ensure proper path management and optimal
performance in your storage environment. The following is a typical workflow for configuring HDLM:

Start

|
+--> Verify compatibility with ESXi OS version.

|
+--> Backup the ESXi host configuration data.

+--> Optionally, schedule downtime.

+--> Download the HDLM software from the Hitachi Vantara support site.

|
+--> Upload the HDLM package to the ESXi datastore.

|
+--> |nstall HDLM.

|
+--> Navigate to the HDLM Package Directory.

+--> Run the installation.

> Restart the ESXi host.

> Verify the installation.

|
+--> Verify the HDLM status.

|

|

|

|

|
e
|
e
|

I

| +--> Ensure that the paths are managed by HDLM.
|

End

Prerequisites

o Verify that the VMware ESXi version is compatible with the HDLM software. Check the
compatibility matrix provided by Hitachi Vantara: Product Compatibility Guide : Hitachi
Dynamic Link Manager (HDLM) (hitachivantara.com)

e Download the Hitachi Dynamic Link Manager software: Downloads Detail - Support | Hitachi
Vantara

e Confirm that the ESXi host is connected to the VSP storage system through Fibre Channel
(FC) oriSCSI.

o Verify the availability of the Host Bus Adapters (HBAs) for redundancy.
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Installing HDLM on ESXi

Verify that all HBAs on a single host, connected to HDLM-managed disks, are of the same
type and have the same microprogram version. If you are using more than one HBA type,
paths cannot be switched when an error occurs.

If the Windows version of HDLM is already installed on the machine for use as the remote
management client, remove it before proceeding. The VMware and Windows versions of

HDLM cannot coexist on the same remote management client.

A license key is required if you are installing HDLM for the first time or upgrading HDLM after
the license has expired. Keep the license key available before proceeding with the

installation or upgrade.

To configure HDLM on ESXi hosts, using the vSphere Client GUI, complete the following steps:

1.

Mount the downloaded HDLM ISO file on a Windows machine.

I\

Name Date modified Type Size
2 DLMGLMforHDS_088700 7/19/2023 10:58 PM Disc Image File 3,836,600
2 DLMGLMforHDS_083001 5/9/2024 10:05 PM Disc Image File 3,817,852 ..
Name Date modified Type Size
2| DLMGLMforHDS_088700 7/19/2023 10:58 PM Disc Image File 3,836,600 ..
2| DLMGLMforHDS_089001 5/9/2024 10:05 PM B T
s Mount
Burn disc image
& Share
Open with...
Give access to >
Restore previous versions
Send to >
Cut
Copy

Create shortcut

Delete

Rename

Properties

2. Navigate to the ‘Contents_list’ file and verify the VMware HDLM Software version for
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HDLM_AIX 1/24/2024 12:18 AM File folder
HDLM_Linux 9/20/2023 12:20 AM File folder
HDLM_Solaris 1/9/2023 4:48 PM File folder
HDLM_Tools 1/6/2015 3:59 AM File folder
HDLM_VMware 1/10/2024 6:32 PM File folder
HDLM_Windows 12/15/2023 12:39 PM File folder
HGLM 1/11/2024 8:54 AM File folder
IJ ancillary 372472014 12:19 AM Text Document 652 KB
|j Contents_list 1/16/2024 8:20 PM Text Document 1 KB
Ij hemdslicense? 10/5/2011 10:49 PM File 71 KB
Ij installux.sh 12/6/2012 2:49 AM SH File B3 KB
Ij Readme_HDLM_HGLM 1/20/2022 5:00 PM Text Document 3 KB
J Contents_list - Notepad
File Edit Format View Help
Hitachi Dynamic Link Manager Software 8.9.0-01
Contents List
All Rights Reserved. Copyright (C) 2014, 2023, Hitachi, Ltd.
Contents List
Directory Product Name Version
HDLM AIX Hitachi Dynamic Link Manager Software(for AIX) 8.8.5-83
HDLM Linux Hitachi Dynamic Link Manager Software(for Linux) 8.9.0-01
HDLM Solaris Hitachi Dynamic Link Manager Software(for Solaris) 8.8.3-@7
HDLM Windows Hitachi Dynamic Link Manager Software(for Windows) 8.8.3-07
HDLM VMware Hitachi Dynamic Link Manager Software(for VMware) 8.8.
HGLM Hitachi Global Link Manager Software 8.8.7-83
- End of document -
3. Navigate to the HDLM_VMware directory with the executable setup file.
> DVD Drive (H:) HDLM_HDS_089001 > HDLM_VMware > v O
* N Name Date modified Type Size
» DLMTools 1/10/2024 6:32 PM File folder
ation from A to 8 HBsA 1/10/2024 6:32 PM File folder
T setup 1/9/2024 4:25 PM Application 214,583 KB
\j Setup.exe.manifest 12/21/2016 9:39 PM MANIFEST File 2KB
4. Run the setup file and click Yes.
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User Account Control x

Do you want to allow this app to make
changes to your device?

g i l Storage Management Software(Setup)

Verified publisher: Hitachi, Ltd.
File origin: CD/DVD drive

Show more details

l Yes No

5. When the Dynamic Link Manager setup wizard appears, click Next.

ﬁg Dynamic Link Manager — >

Welcome to the Dynamic Link Manager Setup
Wizard

The installer will guide wou through the steps required to install Dynamic Link Manager on wour
computer.

WARMINMG: This computer program is protected by copyright law and international treaties.
Unauthorized duplication or distribution of this program, ar any portion of it, may result in sewvere civil
or criminal penalties, and will be prosecuted to the maximum extent possible under the law.

6. Select Enter the license key characters and click Next.

Configuring HDLM on VMware ESXi using Cisco UCS and a Hitachi Storage System  Page 20



ﬁ Dynamic Link Manager

Select the license registration method. You can
select from two methods.

Selectthe license registration method:

() Enterthe name of license keyfile.

(@ Enterthe license key characters.

Cancel < Back

7. Enter the license key and click Next.

-_@ Dynamic Link Manager

Enter the license key characters.

License key

2AFOTSLMA L Ds25BEF 20

Cancel < Back

[ >
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8. Select the installation folder and click Next.
'_ﬂ Dynamic Link Manager & F

Select Installation Folder

Thie installar will ingtall Dynamic Link Manager 1 e boll owan g 1od0er

T inetall in this iolder. cick "Meed™ Toinstall io a differend folder. enier i bedow or click "Browsa®

Eolder
CiProgram Files («BEHITACHN ymarmicLinkbansgesF oy hiwars), Birowsa

Cancal < Back Pl

9. When the installation is ready, click Next.
ﬂ Dynamic Link Manager - it

Confirm Installation LA

The installer is ready to install Dynamic Link Manager on your computer.

Click "Mext" to start the installation.
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10. When the HDLM installation is complete, click Continue.

ﬁ Dynamic Link Manager

HDLM installation is complete.

Dynamic Link Manager is successiully installed.

Installation of Camman Agent Compaonent will be started now.

Click "Continue" to continue the process.

Cancel

Installation process will be continued by displaying Command Prompt.

Command Promptwill be closed automatically, once the installation is complete.

< Back

Flease use Windows Update to check for any critical updates to the NET Framewark.

The installation is completed successfully:

INFORMATION

completed successfully,

KAPLO9181-1 The installation of HDLM version 8.8.7-03

oK

11. To reflect the HDLM version installation on the local system, restart the system.
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0 You must restart your computer before the new settings will
|

take effect.

Do you want to restart your computer now?

Yes

Mo

12. To verify the .zip HDLM depot folders to be copied to the testing ESXi server, navigate to the

path shown in the following screenshot after the local Windows system is online.

Local Disk (C:) * Program Files (x86) * HITACHI > DynamiclinkManagerForVMware > plugin

~

~ Name Date modified

Mew folder 9/12/2024 11:15 PM
hdim-0887000101-0700-depot 3/13/2023 848 AM
hdIm-0887000101-0800-depot 3/13/2023 8:43 AM

File folder

Compressed (zipp...

Compressed (zipp...

Size

764 KB
817 KB

In this scenario, 0800-depot is selected as the host OS of the testing server ESXi 8.0u3:

Local Disk (C:) » Program Files (x86) » HITACHI » DynamicLinkManagerforViMware > plugin >

~

~ Name Date modified

New folder 9/12/2024 11:15 PM
hdim-0887000101-0700-depot 3/13/2023 8:48 AM
hdim-0887000101-0800-depot 3/13/2023 8:43 AM

Compressed (zipp...

Compressed (zipp...

764 KB
817 KB

13. Navigate to the selected depot folder and verify the list of HDLM files located in the \vib20

folder within the depot folder that will be installed on the server.

C:\Program Files (x86)\HITACHI\DynamicLinkManagerForVMware\plugin\hdim-0887000101-0800-depot.zip\vib20

C:\Program Files (x86)\HITACHI

C\Program Files (x86)\HITACHN\DynamicLinkManagerForVMware\plugin\hdim-0887000001-0800-depot.zip\vib20
C\Program Files (x86)\HITACHNDynamicLinkManagerForVMware
C:\Users\payel\Desktop\Custom_Image\VMware-ESXi-7.0.3-20842708-HPE-703.0.0.11.2.0.9-Jan2023-depot zip

_MULIVT REPUSTTUTY psp-hdim-exIbk File folder
psp-hdim-exlio File folder

- psp-hdlm-exrr File folder
atp-hdim Eile folder

9]

P Search vib20

Date modified

14. To review the list of HDLM files in the \vib20 directory for installation, copy the depot.zip file
to the datastore of the testing server and extract the file.
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Local Disk (C:) » Program Files (x86) > HITACHI * DynamiclinkManagerForVMware > plugin > hdim-0887000101-0800-depot > vib20 * v O
~ Name Type Compressed size Password p.. Size Ratio
hex-hdlm-dinkmar File folder
psp-hdim-exibk File folder
psp-hdim-exlio File folder
psp-hdim-exrr File folder
satp-hdim File folder

15. Before installing HDLM, verify the path policies of the server by running the following
command:

esxcli storage nmp device list

T Fik
TP _DEFAULT AA
nfi t

735000050773500000b1c)

HITACHI Fibre Channel D: g 735000050773500000b1d)
DEFRULT AA

16. Navigate to the hex-hdim-dinkmgr directory and locate the .vib file.

EDL3
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17. Install the .vib flle in the hex- hdlm -dinkmgr directory.

2/vib20/hex-hdlm-dlnkmgr] esxcli software vib . 57_143_PrimaryHost/vib20/hex-hdlm-d1nkmgr/HTT_

t Required: false
ults:

umes/66]135c65—95552542—]}526—00QDfa5a65]12/Vi]12D/i:sii—hdlm—exlio] esxcli software vib install -v /vmfs/volumes/Boot 57 143 PrimaryHost/vib20/psp-hdlm-ex1io/HTI boot
0-00.0700.vib

1ly.
ank_psp-hdlm-exli 8.0-00.0700

olumes/ 66b35c65-955ae542-]

hdlm-exrr] esxcli software vib install -v /vmfs/volumes/ 57_143_PrimaryHost/vib20/psp-hdlm-exrr/HTI_bootba

Configuring HDLM on VMware ESXi using Cisco UCS and a Hitachi Storage System  Page 26



25. Install the .vib file in the satp-hdim directory.

[root@DL3: -1 olumes/ 66b35c65-955ae542-b526-0090fa8a65b2/vib20/satp-hdlm] esxcl. i stall -v /vmEs/volums oot 57 143 Pri o 'vib20/satp-hdlm/HTT

Operation finished successfully
talled: HTI bootbank satp-hdlm_0

27. To apply the multipathing changes, restart the ESXi host and verify the multipathing status.
Ensure that the path policy is successfully updated, and that the PSP changed from
VMW_PSP_RR to HT!I PSP HDLM EXLIO.

device
Disk (naa.60060e 735000050773500000104d)

nfig options

HITACHI Fib "hannel Disk (naa.é 735000050773500000
ATP HDLM

{dewvic nfig options
HTI EJE_HDL]} EXLIC
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Summary

Configuring HDLM on VMware ESXi optimizes path management and load balancing between Cisco
UCS and the storage system. The process includes verifying compatibility, installing the HDLM
package using ESXCLI, and configuring load balancing and failover for multiple storage paths. After
installation, administrators can verify and monitor performance, ensuring high availability,
redundancy, and optimal storage connectivity.
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